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Abstract

This work presents a design and simulated results for 4x4 butler matrix with 4 inset fed patch antennas for anti-collision radar at 24GHz. The Butler matrix is used as a beam-forming network that allows producing orthogonal beams that can be steered in different directions. The butler matrix consists of 4 couplers, 2 phase shifters, and 2 crossover couplers.

ADS 2011 simulation software has been used in the design of the whole system. Parameters sweep and optimization techniques have been utilized to obtain the best performance.

Best results were picked for overall system at 24 GHz, and the results were as follows: the return loss was below -33 dB, the realized antennas gain was 9.6 dBi, and the power radiated was -29.4 dB (1.14 mw), with bandwidth more than 3 GHz.

The four azimuth was 86° coverage, the directivity was 11.6194 dBi, the max Power intensity was -27.1 dB, the optimized design size was 16.7 mm x 20.7 mm, the phase shift between all output ports was ±45°, ±135° with 6° error, and the overall insertion loss was -6.7 dB.
الملخص

هذا العمل يعرض تصميم ونتائج المحاكات لـ $4 \times 4$ مصفوفة باتلر مع 4 شرائح هوائيات التي تستخدم في الرادارات المضادة للتصادم على تردد 24 جيجا هيرتز. مصفوفة باتلر تستخدم كشبكه لتكوين الإشعاع والتي تسمح بتكوين أشعة متعامدة التي يمكن أن توجه في اتجاهات مختلفة. مصفوفة باتلر تتكون من 4 مقرنات و2 مغيرات الطور و2 المعاكسات.

لقد تم استخدام برنامج المحاكاة ADS 2011 لإنتاج هذا المشروع. كما تم استخدام أدوات الطرق الأمثلة لبرنامج ADS كالتغيير اليدوي والتغيير التلقائي لقيم المتغيرات للحصول على أفضل النتائج المطلوبة.

أخيرا تم اختيار أفضل النتائج للنظام ككل على تردد 24 جيجا هيرتز والنتائج كانت على النحو التالي: المفاقيد الراجعة أقل من -33 ديسibel. كسب الهوائيات وصل لـ 9.6 ديسibel. القدرة المنبعثة وصلت لـ 29.4 ديسibel. درجة زوايا التغطية وصلت لـ 86 درجة. عرض النطاق الترددية أكبر من 3 جيجا هيرتز. التوجيهية وصلت لـ 11.619 ديسibel. أكبر كثافه للقدرة وصلت لـ 27.1 ديسibel. الحجم الأمثل للمشروع هو 16.7 مم x 20.7 مم.

الفرق في الطور بين جميع بوابات الإخراج هو ± 45° بالنسبة 6 درجات. كما أن المفاقيد المضافة وصلت لـ -7.6 ديسibel.
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Chapter 1

Introduction

1.1 Introduction

In this chapter, we will talk about the history of general radar technology, then we will present the radar principle, and the automotive Radar evolution. After that, we will give an overview of some automotive radar applications, and their characteristics.

1.2 The History of general Radar Technology

The word radar belongs to the phrase Radio Detection And Ranging and applies to electronic equipment designed for detecting and tracking targets at considerable distances [1]. The scientist, Heinrich Hertz explained in 1886 that radio waves could be reflected from metallic objects [2].

In 1903, a German engineer, Christian Hülsmeyer acquired a patent in many countries for a radio wave device capable of detecting ships by reflection effect. In 1922, Marconi drew attention to the work of Hertz and submitted in marine radar, he gave a fiery speech before the Institute of Radio Engineers (IRE) in London [2].

In the 1930s, there was independent development of radar techniques such as Radar Navigation, especially at sea in USA, Germany, Britain, and France. By 1939, Radar in warships were enhanced and improved [2].

In 1944, marine radar had made an appearance on trader ships and from about the end of the war the development of civil marine radar began. Gradually, it was refined to meet the needs of peacetime navigation and collision avoidance. Nowadays the civil marine radars are different, in size, and in appearance than from their forebears of the 1940s, the basic data that they offer, namely firmness, and target range are determined by exploiting the same fundamental principles unveiled so long ago [2].

In 1950, Radar technology also saw rising fabrication in the component and signal processing sectors. Despite these improvements, the technological improvement of Radar technology was slower than in the consumer goods industry until the 70’s. Only after the 70’s did the Radar technology experience comparably rapid phase of development through the opening of new fields of usage, as in the fields of sensors and remote sensing [3]. Nowadays, several radar applications are used in military, remote sensing, air traffic control, road traffic control, ships, and space [4].
1.3 Radar system Principle

Radar systems consist of a transmitter and a receiver. The transmitter radiates electromagnetic waves of a particular waveform, and the receiver detects the echo returned from the target [1]. Only short signals of the transmitted energy were re-radiated back to the radar, after that it will be amplified, down-converted and processed. The range to the target is estimated from the travelling time of the wave. The arrival angle of the echoed wave assigns to the target direction. The Doppler shift determines the relative velocity of the target of the returned signal [5].

Generally, when transmitter and receiver share with a common antenna, the system is called a monostatic radar system. For automotive radar applications, splitting between the transmitter and receiver is measly matched to the distance to a target. Therefore, we can say that these systems are monostatic in a classical sense. Nevertheless, when two separate antennas are used for transmit and receive signals, the automotive radar systems are usually indicated to as bistatic, see Figure. 1.1. The duplexer component is required to provide isolation between transmitter and receiver [5].

![Figure 1.1 Simple Radar configurations](image)

1.4 Automotive Radar Evolution

In 1950, Radar devices were used at the first time in vehicles, since they were able to determine the distance and the velocity of other objects, regardless of weather. Since 1959, General motors’ produced simple vehicle radar in Cadillac Cyclone. The Radar was built with tube technology and with very simple target extraction. The distance to the approaching vehicle and the braking distance were indicated on the instrument panel [3].

In 1970, microprocessors and digital signal processing gave a huge development of Radar instrumentation in size reduction of instruments for microwave technology, the radar was operating at 35 GHz, was implemented with transistors [3].

At the mid of 1990’s with accessibility MMIC’s (Monolithic Microwave Integrated Circuits) allowed for higher level of integration. As a main application, the
automatic distance control appeared in the sense of an intelligent cruise control system (AICC Autonomous Intelligent Cruise Control; ACC Adaptive Cruise Control; and ICC Intelligent Cruise Control)[3].

At the same time frequency range from 76 GHz to 77GHz has been licensed in Europe, USA, and Japan (Technical Standard EN301091 V1.1.1, ETSI) for the use in ACC [6].

Pulse Radar, FM-CW, Pseudo Noise and Multi-frequency CW procedures were used for range determination, whereby the FM-CW was the most frequently used procedure with quasi-optically antennas that the antennas direction were switched electronically [3], and [6].

By 2010, a transportation model was built with several Radar sensors working at 24 GHz. The Radar sensors were used apart from the distance and obstacle controls in the range up to 250 m. They were used additionally for close-range sensing to approximately 5 m such as city traffic, airbag sensors, and used as impact sensors such as airbags, seatbelt control, and for complete angle sensing [3], and [6].

Several additional automotive applications, such as Stop & Go, Pre-Crash, Lane Change Assistant, and Parking Aid, consider a completely different observation area. For these applications, 24 GHz radar sensors are used. Besides the range and velocity parameters, additional information concerning the target type are of great benefit, as one of the main goals of future safety systems will be the increased protection of pedestrians and other road vehicles [7].

1.5 Automotive Radar Applications

Several automotive radar applications such as airbags, ABS (Antilock Braking System) with EBD (Electronic Brake Distribution), brake assistant, ESP (Electronic Stability Program), and SRS (Supplemental Restraint System) became a major topic for automotive companies in recent years, and have been optimized to protect the road users [8].

In automotive radar applications, various sensors such as ultrasonic, infrared, and lidar (light detection and ranging) were used depending on targeted application, each sensor have its own manufacture criteria. Sensors were grouped into three main categories, namely sensor performance, sensor size/visibility, and cost [5], [8].

For automotive applications, the measurements of today’s sensors involve range, azimuth angle, velocity, and object size. The sensor performance can be evaluated by its accuracy, resolution, and the maximum unambiguous range [8], [9].

Accuracy is defined as the standard deviation of the measurement relative to its expectation value. The resolution of a sensor is defined as the least necessary condition that leads to a separate detection of two neighboring objects of equal size with equal reflection properties [8].

There are three categories referring to the maximum detectable range of an object. So-called far-distance sensor can achieve a maximum range that lies within 150 and 200 m with a small azimuth angular coverage of about 10°. Near and medium
distance sensors cover a range area up to 20-50 m and have a wider azimuth angular antenna coverage that of about 60° - 120°[8],[9].

Figure 1.2 shows a variety multi-sensor radar network covering the scan areas of different automotive applications, and summarize the sensor conjunction that are at least demanded by the different automotive applications.

1.6 The characteristic of automotive applications

1.6.1 ACC (Adaptive Cruise Control)

An ACC system is an enhancement of the standard cruise control. It is able to decelerate if the own vehicle is approaching another slower moving car situated in the same lane and to accelerate again if such a slower moving car is changing lanes in order to give way [8].

The required detection area of an ACC system is mainly the own lane as well as the two neighboring lanes at a greater distance in front of the own car [8].

Most of these systems operate with a 77 GHz far-distance radar sensor that can detect targets up to a maximum distance of at least 150m ahead of the own car [8]. The far-distance sensor is mounted in the front bumper, so that the scan area visualized in figure 1.2 is achieved.

1.6.2 Parking Aid

The main idea of a parking aid system is to support the driver in a parking maneuver by moving a vehicle from an area where the traffic flows to an area close to the traffic flow where the vehicle can be left stationary. The sensor checks the size of
the parking lot in comparison to the size of the own car and the own driving capability [8], and [9].

As seen in figure 1.2, the required scan area for parking aid system is ideally the whole near-distance area around the car or at least the near-distance area in front and behind the front and rear bumper, respectively [8].

The side-looking sensors measure the size of the parking lot while the car is driving past it. Then, the car informs the driver if a parking maneuver is possible. The driver assistance system is automatically steering the car while the driver is only controlling the speed of the maneuver [8].

1.6.3 Blind Spot Surveillance/ Lane Change Assistant

The aim here is to avoid a classical reason for accidents, a driver has overseen an obstacle being in the blind spot of his car or one that is approaching with high speed on a neighbored lane while the driver is maneuvering in the appropriate direction [8], and [9].

The blind spot surveillance system requires a small detection area with a maximum range of 5 m at the location of the car’s blind spot [9].

The lane change assistant system can be considered as the logical extension of the blind spot surveillance system. At this, the driver is informed whether an obstacle will be situated on the right or left lane next to his car in the next moments. If he wants to change lanes in such a situation, a warning signal will appear [8], [9].

Since this application is preferred for highway-driving where high relative velocities may be measured, precise velocity measurements are necessary, see figure 1.2, and the detection area of the side- and back-looking sensors must cover up to 150 m behind the own vehicle for a lane change assistant with full functionality [8].

1.6.4 Pre-Crash Warning

The main idea for pre-crash warning is to react very fast with a pre-crash sensor network and activate all necessary active components such as brakes, airbag, or even steering in the car to avoid an accident or at least minimize consequences of an impact with reduction of the vehicle’s kinetic energy. Early activation of airbags is very important [8], and [9].

Since a crash can occur from every direction, the pre-crash warning system requires the whole near-distance area around the car for detection, see figure 1.2.

It is very important, that the pre-crash warning system detect an unavoidable crash as early as possible with an extreme low false alarm rate, so that the system can react properly [8].
1.6.5 Collision Avoidance/ Warning

The main idea for a collision avoidance is to give the driver information that is indicating the need for urgent action to avoid a collision. The warning has to be provided in the advanced phases of a dangerous situation in order to draw the driver’s attention to the need of performing an emergency braking, lane changing, or other collision avoidance maneuvers [8], and [9].

Since collisions can occur from every direction, the scan area of the sensors must cover the whole near-distance area around the car, and the update rate of such a safety system must be very high in order to detect possible collisions as early as possible [9]. As seen in figure 1.2, a collision warning/avoidance system requires a far-distance sensor in the front bumper.

1.6.6 Stop & Go system

The stop & go system is a new generation of the adaptive cruise control enabling it to be utilized in more traffic scenarios than a simple ACC system. The main purpose of Stop & Go system is to be able to bring the vehicle to a complete stop and also to accelerate it again. In very dense traffic situations, this application can surely reduce a large amount of accidents [8]. Due to the demands of a close target detection and an early reaction in cut-in situations, the stop & go system requires additional near-distance sensors with a wide azimuthal scan area.

These sensors are mounted in the front bumper as shown in figure 1.2. The update rate must be slightly higher than the one of an ACC system, because the stop & go system should work in dense traffic scenarios, where obstacles can suddenly appear in the driving path from different directions [8].

1.7 Thesis objectives

As mentioned in previous section, Pre-crash vehicle system is a strategic control of an accident being vehicles. The system is designed to prevent the driver and passengers inside the vehicle gets an accident with detect the object in front of them in the safety distance and speed. The pre-crash vehicle Security System is developed by using radar system with application of motor speed control.

In this Research, we will focus on the radar system, so we will design a conformal 4x4 Butler matrix with switched four beam patch antenna array operating at 24 GHz for vehicle anti-crash radar systems, see figure 1.3. The four rectangular inset fed patches will be connected to the outputs of the Butler matrix. The system is based on the microstrip technology.

The Butler matrix is used as a beam forming network that allows producing orthogonal beams that can be steered in different directions. As seen in figure 1.3, conventional components of the Butler matrix like hybrid couplers and crossovers will be studied and designed. ADS 2011 simulation software will be used to design each component of the system.
1.8 Statement of the problem

Butler matrix consist of several components, as seen in figure 1.3, each component has its own properties and specification to design. When all components are combined, fabrication and optimization are needed. Optimization process will be on overall size reduction, the output ports phase shifts, the return loss, the insertion loss, antenna beam steering, and the distance between all output ports.

1.9 Thesis overview

The main purpose of the proposed work here is the analysis and the design of butler matrix with four-patch antenna array working at 24 GHz for vehicle anti-crash radar systems. Mathematical studies will be carried out firstly then ADS 2011 will be utilized to design the butler matrix.

In chapter two, main antenna parameters with important concepts will be mentioned, the microstrip line, the microstrip patch antennas types, and their main design equations will be explained in the second part of the chapter.

In chapter three, the scattering parameters, microwave couplers, crossovers, and the phase shifters with their mathematical analysis will be reviewed.

In chapter four, the butler matrix will be reviewed, equations explained in previous chapters we will be used for designing the system, the simulation results will be presented at the end of the chapter.

The final chapter will provide summary and conclusions drawn from this work.
1.10 Thesis methodology

Our work will be based on the following design steps:

- Mathematical equations will be used to design each part in the butler matrix.
- ADS 2011 simulator will be used to design each part.
- ADS 2011 schematic draw will be used to get initial results.
- ADS 2011 goals will be defined to start optimization.
- ADS 2011 schematic to layout tool will be used.
- ADS 2011 optimization methods will be used to achieve our goals.
- Beam steering functionality will be tested by ADS 2011.

1.11 Conclusion

We explained in this chapter the history of general radar technology, the radar principle, and automotive radar evolution. Moreover, we gave an overview of some automotive radar applications, and some of their characteristics.
References

Chapter 2
Antenna theory

2.1 Introduction

In this chapter, we will review the main antenna parameters, so as we know an antenna is a transformer between a transmission line and free space. To describe an antenna, we must characterize its properties as a transmission line load (input impedance) and the distribution of the electromagnetic energy that it radiates into space (radiation pattern) [1]. There are important parameters and concepts that can be used to describe antenna properties.

An antenna is a device that transmits or receives electromagnetic waves, it has the function of converting one type of wave into another. The basic role of the antenna is to provide a transducer between the free-space propagation and the guided-wave propagation of electromagnetic waves. Most antennas are resonant devices, which operate efficiently over a relatively narrow frequency band [2], and [5].

The transmitting and the receiving antenna can therefore be looked at in the same way (reciprocity principle), and the parameters described below are equally valid for transmission and reception [2].

In the second part of the chapter we will talk about the microstrip line, the microstrip patch antennas types, and their main design equations. Moreover, we will list the design procedure steps.

2.2 Antennas to Radio Waves

At the half of the nineteenth century (1831–1879), James Clerk Maxwell presented a set of equations named as Maxwell’s equations that describe the interrelationship between electric fields $E$, magnetic fields $H$, electric charge $\rho$, and current density $J$ [5]. Here we took one case as a single frequency source case (an arbitrary case can be considered the combination of many single-frequency sources), thus Maxwell’s equations can be written as [5]:

$$\nabla \times E = -j\omega \mu H$$ (2.1)
$$\nabla \times H = J + j\omega \varepsilon E$$ (2.2)
$$\nabla \cdot E = \frac{\rho}{\varepsilon}$$ (2.3)
$$\nabla \cdot H = 0$$ (2.4)

$\rho$ is the charge density, $\omega$ is the angular frequency, $\mu$ is a scalar quantity, $\varepsilon$ electric permittivity.

$$\nabla = i \frac{\partial}{\partial x} + j \frac{\partial}{\partial y} + k \frac{\partial}{\partial z}$$ is a vector operator.

From equations listed a new equation can be derived [5]:

$$\nabla^2 E + \omega^2 \varepsilon \mu E = j\omega \mu J + \nabla \left( \frac{\rho}{\varepsilon} \right)$$ (2.5)

This is an equation, which links the radiated electric field (no magnetic field) directly to the source [5]. To solve this equation, boundary conditions are required for an open boundary, so the field disappears when the distance from the source $V$ to the field point becomes infinite, see figure 2.1.
Equation (2.6) is the solution of Equation (2.5) in a uniformed medium $\mu$ and $\varepsilon$, where $r$ is the distance vector from the origin to the observation point and $r'$ is from the origin to the source point [5]. This equation is the most institution of antenna theory, because it shows how the antenna is related to radio waves, and it gives the radiated electric field from a time varying current $J$ (the time factor $e^{j\omega t}$ is omitted here). Only vibrating (time-varying) current charges as shown in Figure 2.1. It can generate a radio wave (not DC current or static charges) [5]. Antenna design is all about how to control the current distribution $J$ and hence to obtain the desired radiated field $E$. Antenna theory could be summarized by this single complicated equation, which consists of vector partial differentiation and integration [5].

### 2.3 Near-Field and Far-Fields

Now we want to define three antenna regions as seen in figure 2.2. First region is called the Reactive Near-Field Region and can be defined as the portion of the near-field region immediately surrounding the antenna wherein the reactive field (non-radiating field) predominates [5]. For most antennas, the outer boundary of this region is commonly taken to exist at a distance ($R < 0.62 \sqrt{d^3 / \lambda}$) from the antenna surface, where $\lambda$ is the wavelength, and $d$ is the largest dimension of the antenna [3].

The second region is called radiating Near-Field (Fresnel) and can be defined as the region of the field of an antenna between the reactive near-field region and the far-field region wherein radiation fields predominate and wherein the angular field distribution is dependent upon the distance from the antenna. If the antenna has a maximum dimension that is not large compared to the wavelength, this region may not exist [5].

The inner boundary is taken to be the distance ($R \geq 0.62 \sqrt{d^3 / \lambda}$) and the outer boundary the distance ($R < 2d^2 / \lambda$) where $d$ is the largest dimension of the antenna [3].
The third region is called Far-Field (Fraunhofer) and can be defined as the region of the field of an antenna where the angular field distribution is essentially independent of the distance from the antenna [5]. The far-field regions commonly taken to exist at distances \((R > 2d^2/\lambda)\) from the antenna, \(\lambda\) being the wavelength [3]. And,
\[
\begin{align*}
   r_1 &= 0.62\sqrt{d^3/\lambda}, \\
   r_2 &= 2d^2/\lambda,
\end{align*}
\]
d = Largest dimension of the antenna, see figure 2.2.

Figure 2.2 Antenna field regions [5].

2.4 Radiation Pattern

The radiation pattern is defined as a graphical representation of the radiation properties of the antenna as a function of space coordinates, and can be drawn with three-dimensions (3D) [3]. As seen in figure 2.3, the 3D pattern is a good way for the radiated field distribution as a function of angle \(\theta\) and \(\phi\) in space. The radiation patterns in the two main planes are the E-plane, and the H-plane. The E-plane belongs to the electric field E plane, and the H-plane belongs to the magnetic field H plane.

In ideal current element case, the electric field is \(E_\theta\) and the magnetic field is \(H_\phi\), so the E-plane pattern is the field \(E_\theta\) measured as a function of \(\theta\) when the angle \(\phi\) and the distance are fixed [5]. The H-plane pattern is the field, \(E_\theta\) measured as a function of \(\phi\) when the angle \(\theta\) and the distance are fixed. It should be pointed out that the radiation patterns in figure 2.3 are plotted on a logarithmic scale (dB plot) that helps us to see details of the field or power over a large dynamic range, especially some minor side lobes [5].
2.4.1 Radiation Pattern Lobes

A radiation lobe is a portion of the radiation pattern bounded by regions of relatively weak radiation intensity [4], and [5]. As seen in figure 2.3, and 2.4, radiation pattern can be divided to main lobe, minor lobes, side lobes and back lobes.

Minor lobes usually represent radiation in undesired directions, and they should be minimized. The Side lobes are the biggest of the minor lobes. The level of minor lobes is defined as a ratio of the power density, often termed the side lobe level [5]. In several radar systems, low side lobe ratios are very important to minimize false target
indications through the side lobes [3]. Figure 2.5 describes the radiation pattern lobes with two-dimensions (2D) plot. The most common resolution criterion states that the resolution capability of an antenna to distinguish between two sources is equal to half the first-null beamwidth (FNBW/2), which is usually used to approximate the HPBW [4], see figure 2.3.

![Figure 2.5 2D radiation pattern lobes [3].](image)

### 2.5 Beamwidth

The beamwidth of an antenna is a very important figure and often is used as a trade-off between it and the side lobe level. As seen in figure 2.6 it is also used to describe the resolution capabilities of the antenna to distinguish between two adjacent radiating sources or radar targets [3], and [5].

There are two types of beamwidth, the first type is called Half-Power Beam Width (HPBW), and it can be defined as the angle between the two directions in which the radiation intensity is one-half value of the beam, or the angular width of the main beam at the half-power points [3]. The second type is called First-Null Beam width (FNBW) and it can be defined as an Angular separation between the first nulls of the pattern [3], and [5], see figure 2.6.

![Figure 2.6 3D and 2D power patterns [3].](image)
2.6 Radiation Power Density

First, the radiation density can defined as the power density of an antenna in its far field region. The instantaneous Poynting Vector $\mathbf{W}$ is defined as the quantity used to describe the power associated with an electromagnetic wave [3]:

$$\mathbf{W} = \mathbf{E} \times \mathbf{H}$$  \hspace{1cm} (2.7)

$\mathbf{W}$: instantaneous Poynting vector (W/m$^2$)
$\mathbf{E}$ : instantaneous electric field intensity (V/m)
$\mathbf{H}$: instantaneous magnetic field intensity (A/m)

Since the Poynting vector is a power density, then the total power crossing a closed surface can be obtained by integrating the normal component of the Poynting vector over the entire surface, and be written as [3], and [5]:

$$P = \oint_S \mathbf{W} \cdot \mathbf{n} \, da.$$  \hspace{1cm} (2.8)

Where

$P$ = instantaneous total power crossing a closed surface (W).
$\mathbf{n}$ = unit vector normal to the surface.
$W$=instantaneous Poynting vector (W/m$^2$)
$da$ = infinitesimal area of the closed surface (m$^2$).

The average power density (time average Poynting vector) can written as [3], and [5]:

$$W_{av}(x,y,z) = [\mathbf{W}(x,y,z,t)]_{av} = \frac{[\mathbf{E} \times \mathbf{H}^*]}{2}$$  \hspace{1cm} (W/m$^2$)  \hspace{1cm} (2.9)

The real average power density is represented by the real part of $[\mathbf{E} \times \mathbf{H}^*]/2$, and the reactive power density is represented by the imaginary part of $[\mathbf{E} \times \mathbf{H}^*]/2$. From (2.9) the average power radiated can be written as[3]:

$$P_{rad} = P_{av} = \oint_S \mathbf{W}_{rad} \cdot d\mathbf{s} = \oint_S \mathbf{W} \cdot \mathbf{n} \, da = \frac{1}{2} \oint_S \text{Re} \left[\mathbf{E} \times \mathbf{H}^*\right] \cdot d\mathbf{s}$$  \hspace{1cm} (2.10)

2.7 Radiation Intensity

Radiation Intensity is defined as radiated power from any antenna per solid angle (radiated power normalized to a unit sphere) [2], and [3].the radiation intensity is a far field parameter, so it can be obtained by multiplying the radiation density by the square of the distance.

$$U = r^2 W_{rad}$$  \hspace{1cm} (2.11)

Where

$U$=radiation intensity (W/solid angle)
$W_{rad}$=radiation density (W/m$^2$)

From (2.11) the power pattern is also a measure of the radiation intensity, so the total power is obtained by integrating the radiation intensity over the entire solid angle of $4\pi$.

$$P_{rad} = \iint_{0}^{2\pi} U(\theta, \phi) \sin \theta \, d\theta \, d\phi = \int_{0}^{2\pi} \int_{0}^{\pi} U(\theta, \phi) \, d\Omega$$  \hspace{1cm} (2.12)
and \( d\Omega = \sin \theta d\theta d\phi \) is defined as the differential solid angle. The radiation intensity of isotropic source is found by dividing the radiation intensity by the area of the unit sphere \((4\pi)\) which gives [3]:

\[
U_0 = \frac{\int_{0}^{2\pi} \int_{0}^{\pi} U(\theta, \phi) d\Omega}{4\pi} = \frac{P_{\text{rad}}}{4\pi}
\]  

2.8 Directivity

It can be defined as the ratio of the radiation intensity in a given direction from the antenna to the radiation intensity averaged over all directions [3], and [5].

\[
D = D(\theta, \phi) = \frac{U(\theta, \phi)}{U_o} = \frac{4\pi U(\theta, \phi)}{P_{\text{rad}}}
\]  

2.8.1 Beam Solid Angle

The beam solid angle (steradian) \( \Omega_A \) is defined as the solid angle with its vertex at the center of sphere radius \( r \) that subtended by a spherical surface area \( r^2 \), or can be defined as the solid angle through which all the power of the antenna would flow if its radiation intensity were constant and equal to the maximum value of \( U \) for all angles within \( \Omega_A \) [3], and [5]. A steradian is a solid angle measurement unit, see figure 2.7. Thus, the directivity can be written as:

\[
D = \frac{4\pi}{\Omega_A}
\]  

and solid angle \( \Omega_A = r^2 \sin \theta d\theta d\phi \)

![Figure 2.7 Geometrical arrangements for defining a steradian [3].](image)

2.9 Antenna Efficiency

The total antenna efficiency \( e_\theta \) is used to take into account losses at the input terminals and within the structure of the antenna, and \( e_\theta \) is due to the combination of number of efficiencies [3], see figure 2.8

![Figure 2.8 Reference terminals and losses of an antenna [3].](image)
The overall efficiency can be expressed as:

\[ e_o = e_r e_c e_d \]  \hspace{1cm} (2.16)

where

- \( e_o \) = total efficiency.
- \( e_r \) = reflection (mismatched with input), \( e_r = (1 - |\Gamma|^2) \).
- \( e_c \) = conduction efficiency.
- \( e_d \) = dielectric efficiency.

\[ \Gamma = \frac{z_{in}-z_o}{z_{in}+z_o} = \frac{z_L-z_o}{z_L+z_o} \]  \hspace{1cm} (2.17)

\[ VSWR = \frac{1+|\Gamma|}{1-|\Gamma|} \]  \hspace{1cm} (2.18)

and \( \Gamma \) = voltage reflection coefficient at the input terminals of the antenna, \( z_{in} \) = antenna input impedance, \( z_o \) = characteristic impedance of the transmission line. VSWR = voltage standing wave ratio, usually \( e_c \) and \( e_d \) are very difficult to compute, but they can be determined experimentally [3].

### 2.10 Antenna Gain

Antenna Gain is the ratio of the radiation intensity in a given direction to the radiation intensity that would be obtained if the power accepted by the antenna were radiated isotropically [3], and [5]. In addition, the gain of the antenna is related to the directivity.

\[ \text{Gain} = 4\pi \frac{\text{radiation intensity}}{\text{total input accepted power}} = 4\pi \frac{U(\theta, \phi)}{P_{in}} \text{ (dimensionless)} \]  \hspace{1cm} (2.19)

The antenna gain can be expressed as the ohmic losses \( (e_{cd})\) in the antenna multiplied by the antenna directivity \( D(\theta, \phi)\).

\[ G(\theta, \phi) = e_{cd} D(\theta, \phi) \]  \hspace{1cm} (2.20)

### 2.11 The Return Loss

The return loss \( (RL) \) can be defined by the ratio of the incident power of the antenna \( P_{inc} \) to the power reflected back from the antenna of the source \( P_{ref} \) [5]. Return loss tells us how much of the input signal is reflected. The Return Loss \( (RL) \) may also be explained as the difference between the power of a transmitted signal and the power of the signal reflections caused by variations in link and channel impedance [9], and [10].

Return loss is the negative of the reflection coefficient expressed in decibels. In terms of the voltage standing wave ratio \( (VSWR) \). High return loss values mean a close impedance match, which results in greater differentiation between the powers of transmitted and reflected signals, can be expressed as[5],[9], and [10]:

\[ RL = 10 \log_{10} \frac{P_{inc}}{P_{ref}} = 20 \log_{10} \left| \frac{VSWR+1}{VSWR-1} \right| = -20 \log_{10} |\Gamma| \text{ (dB)} \]  \hspace{1cm} (2.21)
2.12 Polarization

Polarization of an antenna in a given direction could be defined as the polarization of the wave transmitted (radiated) by the antenna or the property of an electromagnetic wave describing the time varying direction and relative magnitude of the electric-field vector [3]. Polarization is the curve traced by the end of the arrow representing the instantaneous electric field [3], and [5], see figure 2.9.

Electromagnetic wave Polarization can be classified as [3]:
Elliptical polarization if the figure that electric field traces is an ellipse, see figure 2.9.
Linear polarized if the vector that describes the electric field at a point in space as a function of time is always directed along a line. Circular polarized if the figure of the electric field is traced as a circle, and can be Clockwise (CW), or Counterclockwise (CCW).

2.13 Types of Antennas

Different types of antennas are available named such as wire, aperture, microstrip, and array. Each type has its own forms in order to achieve the desired radiation characteristics for the particular applications [3], [7], and [17].

2.13.1 Wire Antennas

It is the simples type of antennas, there are various shapes of wire antennas such as a straight wire (dipole), circular or square loop, and helix [3], and [7], which are shown in figure 2.10.

Figure 2.10 Wire antenna shapes [3].
2.13.2 Aperture Antennas

This type of antennas is used in high frequencies, and is very useful for aircraft and spacecraft applications. There are several shapes of aperture antennas such as Pyramidal, Conical horns, and waveguides [3], see figure 2.11.

![Aperture Antenna Shapes](image)

Figure 2.11 Aperture antenna shapes [3].

2.13.3 Microstrip Antennas

Microstrip antennas are the most popular antennas in these days, because they are used in different commercial applications. There are several shapes of microstrip patch antennas, and the shape changes depending on the design application. Some of the common shapes are shown in figure 2.12, for millimeter wave frequencies. The most common types are rectangular, square, and circular patches [3], [10], and [17].

![Common Shapes of Patch Antennas](image)

Figure 2.12 Common shapes of patch antennas [3].
2.14 Microstrip Patch Antennas

A Microstrip patch antenna is famed as a rectangular microstrip antenna. It is a type of radio antenna with a low profile that can be mounted on a flat surface. The Microstrip Patch Antenna is a single-layer design that consists generally of four parts: the patch, a ground plane, the substrate, and the feeding point [8], and [10], see figure 2.13.

Patch antennas are simple to fabricate and easy to modify and customize. They are the original type of microstrip antenna described by Howell in 1972 [4], and [11]. The two metal sheets together form a resonant piece of microstrip transmission line with a length of approximately one-half wavelength of the radio waves [10].

The radiation at the edges causes the antenna to work slightly larger electrically than its physical dimensions, so in order for the antenna to be resonant, a length of microstrip transmission line slightly shorter than one-half a wavelength at the frequency is used. A patch antenna is usually erected on a dielectric substrate, using the same materials and lithography processes used to make printed circuit [10].

As seen in figure 2.13. The thickness of the substrate $h$ has a big effect on the resonant frequency $f_r$ and bandwidth BW of the antenna. Bandwidth of the microstrip antenna will increase with increasing of substrate thickness $h$ but with limits, otherwise the antenna will stop resonating [12].

There are several advantages of the microstrip antennas such as small size, low profile, lightweight, and conformable to planar and non-planar surfaces. They are simple and cheap to manufacture using modern printed circuit technology. Nevertheless, the main disadvantages of the microstrip antennas are low efficiency, and low RF power due to the small separation between the radiation patch and the ground plane [8], and [12].

2.14.1 Feeding Methods

There are many methods of feeding a microstrip antenna [7]. The most popular methods are:
1. Microstrip-Line feed.
2. Coaxial Probe feed.
3. Proximity-coupled feed.
2.14.1.1 The microstrip-line feed

This is simplest feeding method, and it is widely used to design and fabricate. There are two types of microstrip line feed; one is called Fed with a Quarter Wavelength Transmission line and the other is called inset feed [3], and [7], see figure 2.14.

![Figure 2.14 (a) Quarter wavelength feed (b) Inset feed [3].](image)

2.14.1.2 Coaxial-Probe feed

As seen in figure 2.15, the inner conductor of the coax is attached to the radiation patch while the outer conductor is connected to the ground plane. The coaxial probe feed is also easy to fabricate and match, and it has low spurious radiation. In addition, the probe will also radiate, which can lead to radiate in undesirable directions [3], and [7].

![Figure 2.15 Coaxial-Prop feed [3].](image)

2.14.1.3 The Proximity-coupled feed

The proximity coupling has the largest bandwidth as seen in figure 2.16. The patch is located on the top, the ground plane is in the bottom and a microstrip line is connected to the power source and laying between the two substrates. It is little easy to model. Moreover, it has low spurious radiation. However, its fabrication is somewhat more difficult [3], [7], and [13]. The power from the feed network is coupled to the patch electromagnetically, as opposed to a direct contact. This form of microstrip patch is sometimes referred to as an electromagnetically coupled patch antenna [3].
A key attribute of the proximity coupled patch is that its coupling mechanism is capacitive in nature. This is in contrast to the direct contact methods, which are predominantly inductive. The difference in coupling significantly affects the obtainable impedance bandwidth, because the inductive coupling of the edge and probe-fed geometries limits the thickness of the material useable. Thus, bandwidth of a proximity coupled patch is inherently greater than the direct contact feed patches [3], and [7].

![Figure 2.16 Proximity-coupled feed [3], and [13].](image)

### 2.14.1.4 The Aperture-coupled feed

In this technique, the feed circuitry (transmission line) is shielded from the antenna by a conducting plane with a hole (aperture) to transmit energy to the antenna [3], as shown in figure 2.17.

The upper substrate can be made with a lower permittivity to produce loosely bound fringing fields, yielding better radiation. The lower substrate can be independently made with a high value of permittivity for tightly coupled fields that do not produce spurious radiation. The disadvantage of this method is the difficulty in fabrication [7], [13], and [16].

![Figure 2.17 Aperture-coupled feed [3], [13].](image)

### 2.15 Methods of Design

There are variety methods to design the microstrip antennas; the most popular models are transmission line, cavity and full wave. The transmission-line model is the simplest one, due to best physical insight, but is less accurate and it is more difficult to model coupling [3],[14], and [16]. In our work, we will constrain on the transmission line method.
2.15.1 Transmission-Line Method

In this method the transmission line model represents the microstrip patch antenna by two slots, separated by a low-impedance transmission line of length $L$ [3], [7], and [16].

To study the theory of microstrip transmission line we have two different cases:

Case (1): $W/h < 1$ suitable for narrow strip line.

Case (2) $W/h >> 1$ and $\varepsilon_r > 1$ wider transmission line, see figure 2.18.

![Figure 2.18 Microstrip line [3.]](image)

Assuming that the thickness of the conductor $t$ has no effect in our design because it is very thin compared with the substrate height $h$.

Now some parameters must be determined such as the width $W$, the length $L$, the height $h$, and the dielectric constant $\varepsilon_r$ of the substrate [3], and [16], see figures 2.18, and 2.19.

![Figure 2.19 Physical and Effective length of a microstrip patch [3.]](image)

The characteristic impedance of the microstrip line can be written as [2], [3], and [8]

$$Z_o = \frac{120\pi}{\sqrt{\varepsilon_{reff}(1.393+\frac{W}{h}+\frac{2}{3}\ln\frac{W}{h}+1.444)}}$$  \hspace{1cm} (2.22)

and, $\varepsilon_{reff}$ is the effective dielectric constant.
The width of the microstrip line is given by [2],[3],[8]

\[ W = \frac{1}{2fr\sqrt{\mu_0\varepsilon_0}} \left( \frac{2}{\varepsilon_r+1} \right) = \frac{c}{2fr\sqrt{\varepsilon_r+1}} \]  
\[ (2.23) \]

and, \( c \) is free space velocity of light, \( f_r \) is resonant frequency.

The microstrip patch antenna in figure 2.19 looks longer than its physical dimensions because of the effect of fringing. The effective length therefore is differing from the physical length by \( \Delta L \). A very popular approximation to calculate the extension of the length of the patch is given by [2], [3], and [8].

\[ \frac{\Delta L_{eff}}{h} = 0.412 \frac{(\varepsilon_{reff}+0.300)(W/h+0.264)}{(\varepsilon_{reff}-0.258)(W/h+0.8)} \]  
\[ (2.24) \]

Equation (2.24) shows that the extension of the length \( \Delta L \) is a function of the ratio \( W/h \), and \( \varepsilon_{reff} \). To calculate the effective length, we add the length \( L \) to the extension of the length \( \Delta L \) [3].

\[ L_{eff} = (L + 2\Delta L_{eff}) \]  
\[ (2.25) \]

For patch antennas air is above the substrate, this will lead to [3], and [10]:

\[ 1 < \varepsilon_{reff} < \varepsilon_r. \]

From equation (2.26), the effective dielectric constant is also a function of frequency, \( f_r \) is the resonant frequency for the \( TM_{100} \) mode that equals [2], [3], and [8]:

\[ f_r = \frac{\nu_0}{2\sqrt{\varepsilon_{reff}(L+2\Delta L_{eff})}} \]  
\[ (2.26) \]

The effective dielectric constant \( \varepsilon_{reff} \) can be calculated from the formula [2], [3], and [8]:

\[ \varepsilon_{reff} = \frac{\varepsilon_r+1}{2} + \frac{\varepsilon_r-1}{2} \sqrt{1 + \frac{12h}{W}} \]  
\[ (2.27) \]

### 2.16 Antenna arrays
This type can be defined as a set of two or more antennas. As seen in figure 2.21, the signals from the antennas are combined or processed in order to improve performance of the single antenna. The performance could be increasing the overall gain or reducing the interference or to steer the array [3], [7], and [17].

---

**Figure 2.21 Wire, Aperture, and Microstrip array shapes [3].**
Antennas with a given radiation pattern may be arranged in a pattern such as a line or a circle or a plane to yield a different radiation pattern. Linear array antenna elements arranged along a straight line. Circular array antenna elements arranged around a circular ring [3]. Planar array antenna elements arranged over some planar surface such as a rectangular array. Conformal array antenna elements arranged to conform to some non-planar surface such as an aircraft skin. There are several array design variables which can be changed to achieve the overall array pattern design [23], such as: general array shape (linear, circular, planar, etc.), element spacing, element excitation amplitude, element excitation phase, and patterns of array elements [3], and [23].

2.16.1 Phased array (Multibeam antenna)

Phased array or multibeam antenna, which consists of either a number of fixed beams with one beam turned on towards the desired signal or a single beam (formed by phase adjustment only) that is steered toward the desired signal[6],[23]. See figure 2.2. Phased arrays can be used to steer the main beam of the antenna without physically moving the antenna. Given an antenna array of identical elements, the radiation pattern of the antenna array may be found according to the pattern multiplication theorem [23]. The Pattern multiplication theorem can be expressed as [3], [16], and [23]:

Array pattern = Array element pattern X Array factor (AF)  \hspace{1cm} (2.28)

and, array element pattern: is the pattern of the individual array element, array factor: is a function dependent only on the geometry of the array and the excitation (amplitude, phase) of the elements.

\[ \psi = \beta l \cos \phi + \alpha \] \hspace{1cm} (2.29)

\( \beta \): Phase constant of the transmitted wave.

The total electric field at P is:
\[ E = E_1[1 + \exp(j\psi)] \] \hspace{1cm} (2.30)

2.16.2 Two Elements Array

Suppose that two antenna elements occurred to make an array as in figure 2.23, the two elements are fed with current \( I_1 \) and \( I_2 \), which are equal in magnitude but out of phase. If \( I_1 = I_1 \angle \alpha \). The point of observation is in the far field, the path length difference is \( l \cos \alpha \), where \( l \) is the distance between the two elements. The radiation of element 1 at P will lead the radiation of element 2 with angle \( \psi \) where [16], and [23]:

The total electric field at P is:
$E_1$: is the field at $P$ due to element 1. The magnitude of the electric field at $P$ is:

$$|E_\phi| = 2E_1 \cos\left(\frac{\lambda}{2}\phi\right) = 2E_1 \cos\left(\frac{2\pi}{\lambda} \cos \phi + \frac{\alpha}{2}\right)$$

(2.31)

From (2.31), we found that for a given phase difference and distance we can change the radiation pattern by changing $\left(\frac{1}{\lambda}\right)$.

![Figure 2.23 two-element array [16].](image)

### 2.16.3 Linear Array

Previous section we explained a simple array that consist of two antenna elements, now if we put more elements in the line of our two elements array, we will build a linear array, see figure 2.24.

![Figure 2.24 linear array of n elements [16].](image)

Consider a simple linear array with equal separation between elements $l$ and equal current in magnitude and equal difference in phase $l$, see figure 2.24, the currents are: $I, I\angle\alpha, I\angle\alpha_1, I\angle\alpha_2, \ldots, I\angle\alpha_n$.

The total electric field at $P$ is [16]:

$$E = E_1[1 + e^{j\psi} + e^{j2\psi} + e^{j3\psi} + \ldots e^{j\psi}]$$

(2.26)

The magnitude of $E$ is [16]:

$$E = E_0 \cos \left(\frac{\sin m\psi}{\sin \frac{\pi}{2}}\right), \psi = \beta l \cos \phi + \alpha$$

(2.27)
\[ \left( \frac{\sin \frac{\nu \pi}{2}}{\sin \frac{\nu \pi}{2}} \right) \] : Array factor (AF) that determines the shape of the radiation pattern.

Equation (2.27) reached the maximum value when \( \psi = 0 \) then \( \beta l \cos \phi = -\alpha \), so we can reach the maximum as we wish by choosing \( \alpha \) correctly. The phase of each element in this array can be controlled by phase shifter, and the amplitude of each element is adjusted by an amplifier or attenuator [16].

### 2.17 Microstrip Discontinuity Compensation

The inescapable discontinuities at bends, step changes in widths, and junctions can cause regression in microstrip circuit performance [3]. In general, compensated discontinuities enhance the circuit behavior and the bandwidth. Usually chamfered bends or rounded corners are used in microstrip circuits. Several shapes of bends such as right-angled bends were designed to enhance the microstrip circuits’ performance [10],[14], and [22], see figure 2.25.

![Figure 2.25 Several shapes of right-angled bends](image)

#### 2.17.1 The bend allowance (BA)

Bend allowance comes from the fact that when sheet metal is bent, the inside surface of the bend is compressed and the outer surface of the bend is stretched, see figure 2.26, and can be calculated from the formula [19]:

\[
(BA) \text{ Length} = \text{Bend Angle} \times (\pi / 180) \times (\text{Inside Radius} + \text{K-factor} \times \text{Thickness}) \quad (2.28)
\]

and \( \text{K-factor} = (0 \text{ to } 0.5) \) depend on metal .

or from the approximated formula [20]:

\[
(BA) \text{ Length} = [(0.01743 \times \text{Inside Radius}) + (0.0078 \times \text{Thickness})] \times \text{Bend Angle} \quad (2.29)
\]

![Figure 2.26 Bend allowance](image)
2.18 Design procedure steps

In our project, we will design an inset fed antenna as seen in figure 2.27, and additional parameters should be calculated.

![Figure 2.27 Inset fed patch antenna [3], and [5].](image)

The procedure assumes that the specified information includes the dielectric constant of the substrate ($\varepsilon_r$), the resonant frequency ($f_r$), and the height of the substrate $h$, so the design procedure could be as follows [3]:

1. **Calculate the patch width ($W$): use (2.23)**

   \[
   W = \frac{c}{2f_r} \sqrt{\frac{2}{\varepsilon_r + 1}}
   \]

   $c$ = free space velocity of light. $3 \times 10^8$ m/s.

2. **Calculate the effective dielectric constant of the patch antenna ($\varepsilon_{reff}$) use (2.27)**

   \[
   \varepsilon_{reff} = \frac{\varepsilon_r + 1}{2} + \frac{\varepsilon_r - 1}{2} \left( \frac{1}{\sqrt{1 + \frac{12h}{W}}} \right)
   \]

3. **Calculate the actual length of the patch ($L$): use (2.25)**

   \[
   L = L_{eff} - 2\Delta L
   \]

   and, effective length ($L_{eff}$)

   \[
   L_{eff} = \frac{c}{2f_r \sqrt{\varepsilon_{reff}}}
   \]

4. **Calculate the length extension $\Delta L$ use (2.24):**

   \[
   \frac{\Delta L}{h} = 0.412 \frac{(\varepsilon_{reff} + 0.3)(\frac{W}{h} + 0.264)}{(\varepsilon_{reff} - 0.258)(\frac{W}{h} + 0.8)}
   \]
5. Calculate the patch feeder width \( (W_0) [3], \text{ and } [10] \):

As we know, the feeder is a simple transmission line, so we can use the transmission line equations to find the feeder width.

\[
\frac{W}{h} = \begin{cases} 
\frac{8e^A}{8e^{2A-2}} & \text{for } w/h < 2 \\
\frac{2}{\pi} \left[ B - 1 - \ln(2B - 1) + \frac{\varepsilon_r - 1}{2\varepsilon_r} \left( \ln(2B - 1) + 0.39 - \frac{0.61}{\varepsilon_r} \right) \right] & \text{for } w/h > 2 
\end{cases}
\]  

(2.30)

where \( A = \frac{Z_o}{60} \sqrt{\frac{\varepsilon_r + 1}{2} + \frac{\varepsilon_r - 1}{\varepsilon_r + 1} \left( 0.23 + \frac{0.11}{\varepsilon_r} \right)} \), and \( B = \frac{377\pi}{2Z_o\sqrt{\varepsilon_r}} \).

6. Calculate the feeder length \( (L_0) [3], \text{ and } [5] \):

The feeder electrical length must be \( L_0 = \frac{\lambda}{2} \)

\[
L_0 = \frac{(\phi)(\pi/180)(3\times10^8)}{(2\pi)f/\sqrt{\varepsilon_{eff}}} 
\]  

(2.31)

7. Calculate the cut depth \( (y_0) [3], \text{ and } [5] \):

\[
R_{in}(y = yo) = R_{in}(y = 0)\cos^2\left(\frac{\pi}{L}yo\right) 
\]

(2.32)

Where

\[
R_{in}(y = 0) = \frac{1}{2G_1} \quad \text{and} \quad G_1 = \frac{1}{90} \left( \frac{W}{\lambda_0} \right)^2 \quad \text{for } W \ll \lambda_0 \quad \text{we have } R_{in}(y = yo) = 50\Omega.
\]

8. Calculate the cut width (gap) \( (g) \):

Several approaches for \( g \approx \frac{W_0}{N} \) where \( N \) takes \( (10, 15, 20, 25, 30, 35, 40...) \) [18].

2.19 Conclusion

In this chapter, several antenna parameters were reviewed. Microstrip line and patch antennas with their feeding techniques were explained. Microstrip patch antenna equations were written. Design steps were listed that will be used in chapter 4.
References:

Chapter 3

Microwave Couplers and phase shifters

3.1 Introduction

In this chapter, we will talk about the scattering parameters, and then we will talk about couplers, their analysis, crossovers, and the phase shifters.

3.2 Scattering Matrix Parameters

The first published description of S-matrix parameters was in the thesis of Vitold Belevitch in 1945[1]. The name used by Belevitch was repartition matrix and limited consideration to lumped-element networks. The term scattering matrix was used by physicist and engineer Robert Henry Dicke in 1947 who independently developed the idea during war time work on radar S-parameters or scattering parameters (the elements of a scattering matrix or S-matrix) describe the electrical attitude of linear electrical networks when undergoing various steady state motivation by electrical signals. The parameters are useful for electrical engineering, electronics, communication systems design, and especially for microwave engineering [1], and [2].

Consider that we have n-ports network, and $a_n$ is the amplitude of the voltage wave incident on port $n$ and $b_n$ is the amplitude of the voltage wave reflected from port $n$. The scattering matrix, or [S] matrix, can be derived in relation to these incident and reflected voltage waves as [2],[18]:

$$ [b_n] = [S][a_n] $$

(3.1)

3.2.1 Lossless networks

A lossless network is one that does not dissipate any power, or $\sum |a_n|^2 = \sum |b_n|^2$ the sum of the incident powers at all ports is equal to the sum of the reflected powers at all ports. This implies that the S-parameter matrix is unitary, that is $(S)^H(S) = (I)$ where $(S)^H$ the conjugate transpose of $(S)$ is and $(I)$ is the identity matrix [1], [2], and [4].

3.2.2 Lossy networks

A lossy passive network is one in which the sum of the incident powers at all ports is greater than the sum of the reflected powers at all ports. It therefore dissipates power, or: $\sum |a_n|^2 = \sum |b_n|^2$. In this case $\sum |a_n|^2 > \sum |b_n|^2$, and $(I) - (S)^H(S)$ is positive definite [1], and [2].

3.2.3 Two-Ports S-Parameters

![Two-ports network](image-url)

Figure 3.1 Two ports network [1], and [18].
The S-parameters of a two ports network shown in figure 3.1 are as follow, which give relationship between the reflected and incident power waves [1], [3], and [18]:

\[
\begin{bmatrix}
  b_1 \\
  b_2
\end{bmatrix} =
\begin{bmatrix}
  S_{11} & S_{12} \\
  S_{21} & S_{22}
\end{bmatrix}
\begin{bmatrix}
  a_1 \\
  a_2
\end{bmatrix}
\]  

(3.2)

Where:

\[ b_1 = s_{11}a_1 + s_{12}a_2 \]  

(3.3)

\[ b_2 = s_{21}a_1 + s_{22}a_2 \]  

(3.4)

\( S_{11} \): is the input port voltage reflection coefficient (Port 1 reflection coefficient = \( b_1/a_1 \)).

\( S_{12} \): is the reverse voltage gain (Port 2 to Port 1 transmission coefficient/gain = \( b_1/a_2 \)).

\( S_{21} \): is the forward voltage gain (Port 1 to Port 2 transmission coefficient/gain = \( b_2/a_1 \)).

\( S_{22} \): is the output port voltage reflection coefficient (Port 2 reflection coefficient = \( b_2/a_2 \)).

We will assume that the input and output connections are to ports 1 and 2 respectively which is the most common convention. The nominal system impedance, frequency and any other factors, which may influence the device, such as temperature, must also be specified [1], and [8].

3.2.3.1 Scalar logarithmic gain

The scalar logarithmic (decibel or dB) expression for gain \( g \) is:

\[ g = 20\log_{10}|S_{21}| \text{ dB}. \]  

(3.5)

This is used more than scalar linear gain and a positive quantity is normally understood as simply a 'gain'. A negative quantity is expressed as a 'negative gain' or more usually as a 'loss' equivalent to its magnitude in dB [1], [3].

3.2.3.2 Insertion loss

When the two measurement ports use the same reference impedance, the insertion loss \( IL \) is the dB expression of the transmission coefficient \( |S_{21}| \) [1]. It can be expressed as:

\[ IL = -20\log_{10}|S_{21}| \text{ dB} \]  

(3.6)

3.2.3.3 Input return loss

Input return loss \( RL_{in} \) is a scalar measure of how close the actual input impedance of the network to the nominal system impedance value, and is expressed in logarithmic scale as [1]:

\[ RL_{in} = |20\log_{10}|S_{11}|| \text{ dB} \]  

(3.7)
3.2.3.4 Output return loss

The output return loss ($RL_{\text{out}}$) has a similar definition to the input return loss but applies to the output port (port 2) instead of the input port [1]. It is given by:

$$RL_{\text{out}} = |20\log_{10}|S_{22}|| \text{ dB}$$ (3.8)

3.2.3.5 Reverse gain and Reverse isolation

The scalar logarithmic (decibel) expression for reverse gain $g_{\text{rev}}$ is written as [1]:

$$g_{\text{rev}} = 20\log_{10}|S_{12}| \text{ dB}$$ (3.9)

3.2.3.6 Voltage standing wave ratio

The voltage standing wave ratio (VSWR) at a port, represented by the lower case 's', is a similar measure of port match to return loss but is a scalar linear quantity, the ratio of the standing wave maximum voltage to the standing wave minimum voltage. It therefore relates to the magnitude of the voltage reflection coefficient and hence to the magnitude of either for $S_{11}$ the input port or $S_{22}$ for the output port [2], and [3].

At the input port, the VSWR ($S_{\text{in}}$) is given by

$$S_{\text{in}} = \frac{1+|S_{11}|}{1-|S_{11}|}$$ (3.10)

At the output port, the VSWR ($S_{\text{out}}$) is given by

$$S_{\text{out}} = \frac{1+|S_{22}|}{1-|S_{22}|}$$ (3.11)

3.3 ABCD matrix of two-port network

There are sundry benefits of using the ABCD matrix representation when designing microwave components [21]. They allow simulating entire structures made of a cascade of lumped elements, such as capacitors, inductors, and transformers. In addition, S parameters can be converted to ABCD parameters, and vice versa. When analyzing a microwave structure element, it is easier to model the element as a combination of lumped elements rather than interpreting the S parameters directly. The ABCD matrix of a two-port is defined by using voltages and currents as shown in figure 3.2. The $ACBD$ matrix is defined by [2], and [21]:

$$V_1 = AV_2 + B(-I_2)$$ (3.12)

$$I_1 = CV_2 + D(-I_2)$$ (3.13)

Equations (3.12), and (3.13) explain the relation between voltages and currents, thus given $V_1$, $I_1$, $V_2$ and $I_2$ can be found if the $ABCD$ matrix is known, previous relations can be written in matrix form as [2], and [21]:

$$\begin{bmatrix} V_1 \\ I_1 \end{bmatrix} = \begin{bmatrix} A & B \\ C & D \end{bmatrix} \begin{bmatrix} V_2 \\ -I_2 \end{bmatrix}$$ (3.14)

In practice, many microwave circuits consist of a cascade connection of two or more than two-port network. The ABCD matrix of the cascade connection can be easily found by multiplying the ABCD matrices of the individual two-ports networks [2], and [21].
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For conversion from \(ABCD\) to \(S\) parameters, equation (3.15) can be used \([2]\), and \([21]\):

\[
\begin{bmatrix}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{bmatrix} = \frac{1}{Z_o A + B + Z_o C + Z_o D} \begin{bmatrix}
Z_o A + B + Z_o C - Z_o D & 2Z_o (AD - BC) \\
2Z_o & -Z_o A + B + Z_o C + Z_o D
\end{bmatrix}
\] (3.15)

where, \(Z_o\) is the characteristic impedance of the transmission lines connected to the \(ABCD\) network, usually equals 50 \(\Omega\).

For conversion from \(S\) to \(ABCD\) parameters, equation (3.16) can be used \([2]\), and \([6]\), as seen in figure 3.4 (b). This results in a three-port component as shown in figure 3.4 (b).

### 3.4 Directional couplers overview

Directional couplers are passive microwave devices used for power division or power combining, figure 3.3 (a) shows an arbitrary power division, where an input signal is divided by the coupler into two signals of lesser power. When it is also used as a combiner, the coupler takes two signals to provide only one output \([2]\), and \([6]\), as seen in figure 3.3 (b). The coupler may be a three-port component as illustrated in figure 3.4, or maybe a four-port component.
The performance of a directional coupler is characterized by two parameters: the coupling and the directivity. The coupling factor indicates the fraction of the input power that is coupled to the output port, and the directivity is a measure of how well the power is coupled in the desired direction. Let $P_1$ be the power supplied to port 1, $P_3$ be the coupled power in the forward direction in port 3 and $P_4$ be the power coupled in the backward direction in port 4 [2], [6]. The coupling in decibels is then given by:

$$C = 10 \log \frac{P_1}{P_3}$$

(3.17)

The directivity can be defined as

$$D = 10 \log \frac{P_3}{P_4}$$

(3.18)

Ideally, the power $P_4$ coupled in port 4 should be zero, and therefore the directivity of the coupler would be infinite.
The ideal directional coupler, as illustrated in figure 3.4 (a), is a lossless reciprocal four-port network matched at all ports with $S_{14} = S_{23} = 0$. Thus, the scattering matrix [1], and [2] has the form:

$$[S] = \begin{bmatrix} 0 & S_{12} & S_{13} & 0 \\ S_{12} & 0 & 0 & S_{24} \\ S_{13} & 0 & 0 & S_{34} \\ 0 & S_{24} & S_{34} & 0 \end{bmatrix}$$  \hspace{1cm} (3.19)$$

Several properties of the ideal directional coupler can be deduced from the symmetry and unitary properties of its scattering matrix [1], and [2]. If we take the product of row 1 with the conjugate of row 4 in (3.19), and similarly row 2 with the conjugate of row 3, we obtain:

$$S_{12}S_{24}^* + S_{13}S_{34}^* = 0$$  \hspace{1cm} (3.20)

$$S_{12}S_{13}^* + S_{24}S_{34}^* = 0$$  \hspace{1cm} (3.21)

If we note that $|S_{12}S_{24}| = |S_{12}||S_{24}|$, (3.14) and (3.21) are seen to give:

$$|S_{12}| |S_{24}| = |S_{13}| |S_{34}|$$  \hspace{1cm} (3.22)

$$|S_{12}| |S_{13}| = |S_{24}| |S_{34}|$$  \hspace{1cm} (3.23)

Now if we divide (3.22) by (3.23) we obtain:

$$\frac{|S_{24}|}{|S_{13}|} = \frac{|S_{13}|}{|S_{24}|}$$  \hspace{1cm} (3.24)

which implies that

$$|S_{13}| = |S_{24}|$$  \hspace{1cm} (3.25)

So that the coupling between ports 1 and 3 equals that between ports 2 and 4 [1], and [2].

Use of (3.25) in (3.22) gives

$$|S_{12}| = |S_{34}|$$  \hspace{1cm} (3.26)

So that the coupling between ports 1 and 2 is the same as that between ports 3 and 4.

Then the product of the first row with its conjugate in (3.19) yields:

$$|S_{12}|^2 + |S_{13}|^2 = 1$$  \hspace{1cm} (3.27)

Similarly,

$$|S_{12}|^2 + |S_{24}|^2 = 1$$  \hspace{1cm} (3.28)
By properly choosing the terminal planes on ports 1 and 3, we can adjust the phase angle of scattering parameters [2], so that:

\[
S_{12} = S_{34} = C_1 \tag{3.29}
\]
\[
S_{13} = C_2 e^{j\alpha} \tag{3.30}
\]
\[
S_{24} = C_2 e^{j\beta} \tag{3.31}
\]

where \(C_1\) and \(C_2\) are real and \(\alpha\) and \(\beta\) are phase constants to be determined.

Use of (3.29) and (3.30) in (3.28) gives:

\[
C_1^2 + C_2^2 = 1 \tag{3.32}
\]

Substituting (3.29) to (3.31) into (3.32) yields a relation between the two-phase constants as:

\[
\alpha + \beta = \pi \pm 2n\pi \tag{3.33}
\]

In practice [2], and [6], there are two particular choices:

1. The 90° coupler: The phase constants are chosen equal, \(\alpha = \beta = \pi/2\). Then the scattering matrix has the form

\[
[S] = \begin{bmatrix}
0 & C_1 & jC_2 & 0 \\
C_1 & 0 & 0 & jC_2 \\
jC_2 & 0 & 0 & C_1 \\
0 & jC_2 & C_1 & 0
\end{bmatrix} \tag{3.34}
\]

2. The 180° coupler: The phase constants are chosen to be 180° apart, \(\alpha = 0\), \(\beta=\pi\). Then the scattering matrix has the form

\[
[S] = \begin{bmatrix}
0 & C_1 & C_2 & 0 \\
C_1 & 0 & 0 & -C_2 \\
C_2 & 0 & 0 & C_1 \\
0 & -C_2 & C_1 & 0
\end{bmatrix} \tag{3.35}
\]

### 3.5 Hybrid couplers overview

Directional couplers can be designed for arbitrary power division. However, hybrid couplers [2] are special cases of directional couplers with equal power division (3dB), which implies:

\[
C_1 = C_2 = 1/\sqrt{2} \tag{3.36}
\]

Hybrid couplers have either a 90° or a 180° phase shift between the output ports.
### 3.5.1 90° hybrid couplers functional description

The 90° hybrid coupler, also known as the quadrature hybrid coupler, is a 3 dB directional coupler with 90° phase difference in the two output ports [2]. With reference to a 90° hybrid symbol shown in figure 3.5, a signal applied to port 1 will be evenly split into two components with a 90° phase difference at ports 2 and 3, and port 4 will be isolated.

![Figure 3.5 Symbol of a 90° hybrid coupler [2].](image)

The branch-line hybrid coupler [2], and [6] has a 90° phase difference between ports 2 and 3 when fed at port 1, and is an example of the 90° hybrid coupler. Its scattering matrix has the form [2]:

\[
[S] = \frac{1}{\sqrt{2}} \begin{bmatrix} 0 & 1 & j & 0 \\ 1 & 0 & 0 & j \\ j & 0 & 0 & 1 \\ 0 & j & 1 & 0 \end{bmatrix}
\]  \hspace{1cm} (3.37)

### 3.5.2 Conventional branch-line hybrid coupler

The branch-line hybrid coupler [2], and [5] shown in figure 3.6 can easily be constructed in planar (microstrip or stripline) form. As illustrated in Figure 3.5, the branch-line hybrid has four ports with the terminal impedance \( Z_0 \). It consists of two quarter-wavelength transmission line sections of characteristic impedance \( Z_{01} \). Two transmission line sections are connected by two shunt branches, which are both quarter-wavelength transmission line sections of characteristic impedance \( Z_{02} \), at both ends [2]. With reference to figure 3.6. A signal applied to port 1 will be evenly split into two components with a 90° phase difference at ports 2 and 3, and port 4 will be isolated [5]. Observe that the branch-line hybrid is symmetrical, so any port can be used as the input port.

![Figure 3.6 Geometry of a branch-line hybrid coupler [2].](image)
3.6 Design of a branch-line hybrid coupler

At the center frequency, scattering parameters of the branch-line hybrid are given by [5], and [6]:

\[ S_{21} = -\frac{j Z_{01}}{Z_0} \]  
\[ S_{31} = -\frac{Z_{01}}{Z_{02}} \]  
\[ S_{11} = S_{41} = 0 \]

Thus, the complete scattering matrix can be expressed as [5], and [6]:

\[
[S] = \begin{bmatrix}
0 & -j\frac{Z_{01}}{Z_0} & -\frac{Z_{01}}{Z_{02}} & 0 \\
-j\frac{Z_{01}}{Z_0} & 0 & 0 & -\frac{Z_{01}}{Z_0} \\
-\frac{Z_{01}}{Z_{02}} & 0 & 0 & -j\frac{Z_{01}}{Z_0} \\
0 & -\frac{Z_{01}}{Z_{02}} & -\frac{1}{Z_0} & 0
\end{bmatrix}
\]

From (3.41) and (3.34), we have:

\[ Z_{01} = Z_0 C_1 \]  
\[ Z_{02} = \frac{Z_{01}}{C_2} \]

Then using (3.36) in (3.42) and (3.43) gives:

\[ Z_{01} = \frac{1}{\sqrt{2}} Z_0 \]  
\[ Z_{02} = Z_0 \]

3.7 Analysis of a branch-line hybrid coupler

The analysis of the branch-line hybrid can be carried out using the even- and odd-mode approach [2], [5], and [8]. As shown in figure 3.7, we first draw the schematic circuit of branch-line coupler in normalized form, where each line represents a transmission line with the characteristic impedance normalized to \( Z_0 \). We then assume that a wave of unit amplitude \( A_1=1 \) is incident at port 1.

Figure 3.7 Schematic circuit of the normalized branch-line coupler [2].
The circuit of figure 3.7 can be decomposed into the superposition of an even-mode excitation and an odd-mode excitation, as shown in figure 3.8.

Because the circuit is linear, the actual response of figure 3.7 can be obtained from the sum of the responses to the even-mode and odd-mode excitations. The amplitude of the emerging wave at each port of the branch-line hybrid coupler \((B_1, B_2, B_3, B_4)\) can be expressed [5], [6], and [8] as:

\[
B_1 = \frac{1}{2} \Gamma_e + \frac{1}{2} \Gamma_o \quad (3.46)
\]

\[
B_2 = \frac{1}{2} T_e + \frac{1}{2} T_o \quad (3.47)
\]

\[
B_3 = \frac{1}{2} T_e - \frac{1}{2} T_o \quad (3.48)
\]

\[
B_4 = \frac{1}{2} \Gamma_e - \frac{1}{2} \Gamma_o \quad (3.49)
\]

where \(T_e, o\) and \(\Gamma_e, o\) are the even- and odd-mode transmission and reflection coefficients for the two port networks of figure 3.8. For the even-mode two-port circuit shown in figure 3.8 (a), \(T_e\) and \(\Gamma_e\) can be calculated from multiplying the \(ABCD\) matrices of each cascade component in the circuit [2], and [7]. Assume the branch-line hybrid coupler has a center frequency of \(f_o\), which implies that each branch has the length

\[
l = \frac{\lambda_o}{4} = \frac{c}{4f_o} = \frac{\pi c}{2\omega_o} \quad (3.50)
\]
where $\lambda_0$ and $\omega_0$ are the wavelength and radian frequency corresponding to the center frequency $f_0$, respectively. With reference to [2], [7], and [21], the $ABCD$ matrix of a transmission line section of length $l$ and characteristic impedance $Z_c$ can be expressed as:

$$
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix} = \begin{bmatrix}
\cos \beta l & jZ_c \sin \beta l \\
jY_c \sin \beta l & \cos \beta l
\end{bmatrix}
$$

(3.51)

where $\beta = \omega / c$ is the phase constant. Substituting the impedance of figure 3.8 into (3.51) gives the $ABCD$ matrix of the main branch as [21]:

$$
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix} = \begin{bmatrix}
\cos \frac{\omega \pi}{\omega_0 \omega_2} & j \frac{1}{\sqrt{2}} \sin \frac{\omega \pi}{\omega_0 \omega_2} \\
j\sqrt{2} \sin \frac{\omega \pi}{\omega_0 \omega_2} & \cos \frac{\omega \pi}{\omega_0 \omega_2}
\end{bmatrix}
$$

(3.52)

However, for the open-circuited stub, the impedance is given as:

$$
Z_{oc} = -jZ_c \cot \beta l
$$

(3.53)

where the length of each stub is $l = \frac{\lambda_0}{8} = \frac{\pi \omega}{4 \omega_0}$.

The $ABCD$ matrix of the shunt open-circuited stub can be obtained as [21]:

$$
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}_o = \begin{bmatrix}
1 & 0 \\
j \tan \frac{\omega \pi}{\omega_0 \omega_2} & 1
\end{bmatrix}
$$

(3.54)

Thus for the two-port even-mode excitation, the $ABCD$ matrix is found [2], [7], and [21] as:

$$
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}_e = \begin{bmatrix}
1 & 0 \\
j \tan \frac{\omega \pi}{\omega_0 \omega_2} & 1
\end{bmatrix}
\begin{bmatrix}
\cos \frac{\omega \pi}{\omega_0 \omega_2} & j \frac{1}{\sqrt{2}} \sin \frac{\omega \pi}{\omega_0 \omega_2} \\
j \sqrt{2} \sin \frac{\omega \pi}{\omega_0 \omega_2} & \cos \frac{\omega \pi}{\omega_0 \omega_2}
\end{bmatrix}
\begin{bmatrix}
1 & 0 \\
j \tan \frac{\omega \pi}{\omega_0 \omega_2} & 1
\end{bmatrix}
$$

(3.55)

The transmission and reflection coefficients can be converted from the $ABCD$ matrix [2], [7], and [21] as:

$$
T_e = \frac{2}{A+B+C+D}
$$

(3.56)

$$
\Gamma_e = \frac{A+B-C-D}{A+B+C+D}
$$

(3.57)

Similarly, for the odd-mode excitation, we obtain the $ABCD$ matrix for the two port network [2], [7], and [21]:

$$
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}_o = \begin{bmatrix}
-1 & 0 \\
-j \cot \frac{\omega \pi}{\omega_0 \omega_2} & 1
\end{bmatrix}
\begin{bmatrix}
\cos \frac{\omega \pi}{\omega_0 \omega_2} & j \frac{1}{\sqrt{2}} \sin \frac{\omega \pi}{\omega_0 \omega_2} \\
j \sqrt{2} \sin \frac{\omega \pi}{\omega_0 \omega_2} & \cos \frac{\omega \pi}{\omega_0 \omega_2}
\end{bmatrix}
\begin{bmatrix}
1 & 0 \\
-j \cot \frac{\omega \pi}{\omega_0 \omega_2} & 1
\end{bmatrix}
$$

(3.58)

which gives the transmission and reflection coefficients as [2], and [7]:

$$
T_o = \frac{2}{A+B+C+D}
$$

(3.59)

$$
\Gamma_o = \frac{A+B-C-D}{A+B+C+D}
$$

(3.60)
So, the scattering parameters of the branch-line hybrid coupler are obtained as [2], [7], and [21]:

\[
S_{11} = \frac{B_1}{A_1} = B_1 = \frac{1}{2} (\Gamma_e + \Gamma_o) \\
S_{21} = \frac{B_2}{A_1} = B_2 = \frac{1}{2} (\Gamma_e + \Gamma_o) \\
S_{31} = \frac{B_3}{A_1} = B_3 = \frac{1}{2} (\Gamma_e - \Gamma_o) \\
S_{41} = \frac{B_4}{A_1} = B_4 = \frac{1}{2} (\Gamma_e - \Gamma_o)
\]  

(3.61)  
(3.62)  
(3.63)  
(3.64)

### 3.8 Crossover (0 dB coupler)

The crossover can be built by cascading two 90° hybrid couplers network with 2 inputs and 2 outputs [2], [10], and [11], see figure 3.9. This type of coupler is also called 0 dB coupler. The perfect design of crossover is accomplished if every adjacent ports are isolated such that if port 1 is fed, the output of ports 2 and 4 should be equal to 0 and if port 4 is fed, the output of ports 1 and 3 should be 0, and \((Z_{02} = Z_{03} = Z_0, Z_{01} = \frac{Z_0}{\sqrt{2}})\) [10]. The S-matrix for the crossover can be obtained by extending the even-odd Mode analysis for the quadrature hybrid [2], [8], and [11]. The \((S)\) matrix will have the following form [10]:

\[
[S] = \begin{bmatrix}
0 & 0 & j & 0 \\
0 & 0 & 0 & j \\
j & 0 & 0 & 0 \\
0 & j & 0 & 0
\end{bmatrix}
\]  

(3.65)

![Figure 3.9 Geometry of crossover [6].](image)

**Note:** Crossover can be implemented by microstrip transmission line equations, and in practical cascading of two 90° hybrids to implement a crossover did not give the required performance [10-13] of its scattering matrix parameters, so the geometry will be modified to implement the practical crossover as shown in figure 3.10.
3.9 Phase shifter

The phase shifter is implemented using microstrip transmission line. As seen in figure 3.11, the length of the line corresponding to $-45^0$ phase shift is given by the formula [9-12]:

$$\phi = \frac{2\pi}{\lambda} L$$  \hspace{1cm} (3.66)

where $L$ is the length in meters, $\phi$ is in radians, $\lambda$ is the wavelength in the microstrip line, and the wavelength in the microstrip transmission line is given by:

$$\lambda = \frac{\lambda_o}{\sqrt{\varepsilon_{reff}}}$$  \hspace{1cm} (3.67)

where $\lambda_o$ is the free space wavelength, and $\varepsilon_{reff}$ is the effective dielectric constant of the microstrip line. Since the phase shift is implemented using simple transmission line, therefore it is linearly frequency dependent [9-11].
Note: In practice [10-13] we can design the phase $-45^\circ$ shifter by equation (3.68), and add another an extra line length $\Delta L$ without changing the desired phase.

\[ L_{\text{total}} = \frac{\lambda}{8} + \Delta L \]  

(3.68)

where $\Delta L = 2\pi n$, ($n = 1, 2, 3, 4, \ldots$)

3.10 Conclusion
In this chapter, the scattering parameters and their meanings were explained. The chapter introduced couplers types and the derivation of the $S$-matrix. Moreover, the crossover coupler was reviewed. Finally, microstrip phase shifter was presented. All of these components will be used in chapter 4.
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Chapter 4
Design of 4x4 Butler Matrix with 4 patch antennas

4.1 Introduction

In this chapter, we will explain the butler matrix, and how to design it, and then we will use equations explained in previous chapters to design the overall system. Finally, we will use the ADS 2011 simulator to design and optimize the desired goals.

4.2 Butler matrix with antenna-array

In several applications, antennas are designed with very directive characteristics to meet demands for long distance communication. This can only be done by increasing the electrical size of the antenna. Another way is to form an assembly of radiating elements in a geometrical and electrical configuration, without necessarily increasing the size of the individual elements. Such a multi-element radiation device is defined as an antenna array [1].

Antenna arrays can be one, two, and three-dimensional. By using basic array geometries, the analysis and synthesis of their radiation characteristics can be simplified. In an array of identical elements, we can find at least multi individual controls (degrees of freedom) that can be used to shape the overall pattern of the antenna [1].

Smart antenna is one of the most favorable technologies that will enable a higher capacity in wireless networks by effectively reducing interference. This is accomplished by focusing the radiation only in the desired direction. A switched beam technique is the simplest one in smart antenna systems. It is similar to an antenna-array system that forms multiple-fixed beams with enhanced sensitivity in a specific area. This antenna system detects signal strength pick out one of the predetermined fixed beams, and switches from one beam to another as the user moves [2].

The supply system of the switched beam is named as the Butler matrix. Feeding an N-element antenna array performs a spatial Fast Fourier Transform (FFT) using an N×N Butler matrix, N orthogonal beams can be generated where N should be an integer power of 2 (i.e. $N = 2^n$, $n \in \mathbb{Z}^+$), and each beam has a gain of the whole array [2-4].
The Butler matrix was first qualified by Jesse Butler and Ralph Lowe [4]. As seen in Figure 4.1, the Butler matrix divides the input power into 4 outputs with same amplitude but with linear phase taper. The phase taper is different for each input port. The outputs are linearly combinations of the inputs and can be expressed as [4], and [22]:

\[ 1L = \frac{1}{4} (A_1 \angle 225^\circ + A_2 \angle 270^\circ + A_3 \angle 315^\circ + A_4 \angle 0^\circ) \] (4.1)

\[ 2R = \frac{1}{4} (A_1 \angle 270^\circ + A_2 \angle 45^\circ + A_3 \angle 180^\circ + A_4 \angle 315^\circ) \] (4.2)

\[ 2L = \frac{1}{4} (A_1 \angle 315^\circ + A_2 \angle 180^\circ + A_3 \angle 45^\circ + A_4 \angle 270^\circ) \] (4.3)

\[ 1R = \frac{1}{4} (A_1 \angle 0^\circ + A_2 \angle 315^\circ + A_3 \angle 270^\circ + A_4 \angle 225^\circ) \] (4.4)

Butler matrix works the same when it transmits energy as when it receives energy because it is a passive reciprocal network. Each beam can be used by a dedicated transmitter or receiver. We can see it in Figure 4.2, a 4×4 Butler matrix used as a feed circuit for an antenna array [20], and [22].
4.3 Literature Review

There have been several researches in butler matrix with antenna arrays in different applications and various frequency bands.

Here is a list of some previous researches interested in butler matrix design:

1. In [7], for vehicle anti-crash systems an 8-port wide-band Butler matrix with antenna arrays at 24 GHz for front-end radars has been successfully built using micro machined techniques. Best simulation results were written.

2. In [8], a four-beam antenna array operating within 24 GHz frequency range was developed with low cost design. The designed matrix was integrated and manufactured with the four-element linear antenna array confirming the usability of the utilized Butler matrix in beam-scanning applications.

3. In [9], a 4x4 Butler matrix was studied, designed and simulated successfully. The simulated results show that the 4x4 butler matrix produces four orthogonal beams in the required directions. Taken into account the 3dB beam width, the four beams effectively cover the required 120-azimuth angle.

4. In [10], a four-element microstrip antenna array fed by a Butler matrix over spiral EBG structure has been designed and simulated using Ansoft Designer. The antenna array was manufactured and measured showing good results and confirming antenna array's usability.

5. In [11], a 60-GHz switched-beam antenna with Butler matrix network is developed for 60-GHz wireless communication applications. The Butler matrix is integrated with the antenna elements on the same substrate. It provides a cost-effective approach to implement adaptive antennas for the 60-GHz wireless communications.

6. In [12], an optimum design of a 4x4 planar Butler matrix array for WLAN applications is presented. Initially all the necessary formulae for dimensions of hybrid coupler, crossover, phase shifter and radiating elements are evaluated using MATLAB. Then all the components are designed and simulated using commercial software SONNET.

7. In [13], a laboratory project on 4x4 Butler Matrix was presented. It was designed, implemented, and measured at the Microwave Lab of Indian Institute of Science, Bangalore. Cutting the ground techniques are used to reduce the resonance frequency, and the size of antenna. The use of crossover by cutting the ground plane made the Butler matrix compact.

8. In [14], a 4x4 Butler matrix has been designed in Ku-band with a central frequency of 12.5 GHz. Based on Substrate Integrated Waveguide (SIW) technology. SIW technology based on planar dielectric substrates with top and bottom metal layers perforated with metalized holes, the proposed system has the advantages of low cost, light weight and ease of fabrication and integration. SIW structures offer a compact, low loss, flexible, and cost-effective solution for integrating active circuits, passive components and radiating elements on the same substrate.
9. In [15], a branch-line coupler using two-step stub impedance operating at 2.45 GHz was designed based on size reduction, which gives the same performance in terms of reflection coefficient and S-parameter analysis as compared to the normal branch-line coupler.

10. In [16], a high temperature superconductors (HTS) Butler matrix beam-forming network was described. Reasonably good agreement between the simulated results. The Butler matrix demonstrates the possibility of making HTS Butler matrices without having crossovers, which is a benefit to reduce overall size.

11. In [17], a 4 x 4 X-Band Butler Matrices for antenna beam forming were designed, where theoretical basis, design specifications, tolerance analysis, and simulation building were included.

12. In [27], a 24 GHz 4-ways Butler Matrix Monolithic Microwave Integrated Circuit (MMIC) in CMOS technology was presented for smart antenna systems. The multi-layer structure of CMOS process was utilized to reduce the size and the overall return loss. The output relative phases were less than 6° deviation from the desired ±135°, ±45°, four orthogonal beams were pointing to ±49°, ±15°.

13. In [28], a steerable antenna array at 24 GHz Using Butler matrices with Micro Electro Mechanical Systems was presented, the designed 4 x 4 Butler matrix provided four different possible phase shifts at the output ±45°, and ±135° with 2° error. The steering angles of approximately were ±13°, and ±43°.

14. In [29], a low loss 24-26 GHz 4x4 Butler Matrix for Beam Forming Antenna Systems Based on integrated passive device (IPD) was presented. The proposed Butler matrix occupied a chip area 2.2 x 1.9 mm², the outputs phase difference were ±43°, ±137°.

4.4 Substrate

RO4000 Series High Frequency Circuit Materials are glass-reinforced hydrocarbon/ceramic laminates designed for performance sensitive, high volume commercial applications. RO4000 laminates are designed to offer superior high frequency performance and low cost circuit fabrication. The result is a low loss material, which can be fabricated using standard epoxy/glass (FR4) processes offered at competitive prices [18].

Features [18]:
1. Excellent high frequency performance due to low dielectric tolerance and loss.
2. Stable electrical properties versus frequency.
3. Low thermal coefficient of dielectric constant.
4. Low Z-Axis expansion.
5. Low in-plane expansion coefficient.
6. Excellent dimensional stability.
7. Volume manufacturing process.

In our design, we took one standard model (RO4003C) from Roger standards substrates:
RO4003C - substrate properties [18]:
- Dielectric Constant $\varepsilon_r = 3.38$
- Standard thickness = 0.203 mm
- Standard Copper Cladding = 35 $\mu$ m
- Dissipation Factor $\tan \delta = 0.0021$
- Volume Resistivity = $1.7 \times 10^{10}$ M$\Omega$•cm
- Surface Resistivity = $4.2 \times 10^9$ M$\Omega$
- Thermal Coefficient of $\varepsilon_r = +40$
- Thermal Conductivity = 0.64 W/m/$^\circ$K at 100$^\circ$C

4.5 Computational Electromagnetic Algorithms

As the power of the computer continues to grow, computational electromagnetic (CEM) were used to tackle electromagnetic problems that could not be solved analytically. CEM also helps to provide fundamental insights into electromagnetic problems through the power of computation and computer visualization, making it one of the most important areas of engineering today [23], and [24].

Today, Several CEM algorithms are used, and are typically classified as so-called “exact” or “low-frequency” and “approximate” or “high-frequency” methods and further sub-classified into time- or frequency-domain methods [24].

Finite Difference Time Domain Method (FDTD), Finite Element Method (FEM), Method of Moments (MoM), Geometrical Theory of Diffraction (GTD), Physical Theory of Diffraction (PTD), and Shooting and Bouncing Rays (SBR) are common examples for the computational electromagnetic algorithms [24], and [25].

4.5.1 Method of Moments (MoM)

This technique is used to solve Maxwell's electromagnetic equations for planar structures embedded in a multilayered dielectric substrate by transforming them into integral equations [25]. The basic idea is to transform an integral or differential equation into a set of simultaneous linear algebraic equations (or matrix equation) which may then be solved by numerical techniques [23].

Equation (4.5) is a linear equation that explained the general case of the Method of Moments.

$$ L(F) = g $$

(4.5)

where $L$ is a known linear operator, $g$ is a known excitation function, and $F$ is the unknown function to be determined. In physics, $L$ means the system transfer function and $g$ represents the source. The objective is to determine $F$ once $L$ and $g$ are specified. First, the function $F$ is expanded using a series of known basis functions (or expansion functions) $f_1, f_2, f_3, \ldots$. In the domain of operator $L$, we have [23]:

$$ F = \sum_n I_n f_n $$

(4.6)

where $I_n$ are unknown complex coefficients to be determined and $n = 1, 2, \ldots N$. $N$ should be infinite in theory but is a limited number in practice. We can replace $F$ in Equation (4.5) by Equation (4.6) and use the linearity of $L$ to give [23]:

\[ \text{[Further discussion about Method of Moments]} \]
The problem becomes how to determine these unknown coefficients $I_n$. Secondly, a set of weighting functions (or testing functions) $W_1, W_2, W_3, \ldots$ in the domain of $L$ is chosen and then the inner product is formed as[23]:

$$\sum_n I_n \langle W_m, L(f_n) \rangle = \langle W_m, g \rangle$$  \hspace{1cm} (4.8)

where $m = 1, 2, \ldots M$. Again, $M$ should be infinite in theory but is a finite number in practice and a typical, but not unique, inner product is defined as [23]:

$$\langle x(z), y(z) \rangle = \langle y(z), x(z) \rangle = \int_L x(z)y(z)dz$$  \hspace{1cm} (4.9)

Thirdly, the inner product is performed on Equation (4.8) for $m = 1$ to $M$ to give the matrix equation [23]:

$$
\begin{bmatrix}
\langle W_1, L(f_1) \rangle & \langle W_1, L(f_2) \rangle & \cdots & \langle W_1, L(f_N) \rangle \\
\langle W_2, L(f_1) \rangle & \langle W_2, L(f_2) \rangle & \cdots & \langle W_2, L(f_N) \rangle \\
\vdots & \vdots & \ddots & \vdots \\
\langle W_M, L(f_1) \rangle & \cdots & \cdots & \langle W_M, L(f_N) \rangle
\end{bmatrix}
\begin{bmatrix}
I_1 \\
I_2 \\
\vdots \\
I_N
\end{bmatrix}
=
\begin{bmatrix}
\langle W_1, g \rangle \\
\langle W_2, g \rangle \\
\vdots \\
\langle W_M, g \rangle
\end{bmatrix}
$$  \hspace{1cm} (4.10)

or, in other form[23]:

$$
[Z_{mn}] [I_n] = [V_m]
$$  \hspace{1cm} (4.11)

where

$$Z_{mn} = \langle W_m, L(f_N) \rangle$$  \hspace{1cm} (4.12)

and

$$V_m = \langle W_M, g \rangle$$  \hspace{1cm} (4.13)

Now the unknown coefficients can be yielded as [23]:

$$[I_n] = [Z_{mn}]^{-1} [V_m]$$  \hspace{1cm} (4.15)

The unknown function $F$ can therefore be obtained approximately using Equations (4.6) and (4.15).

The election of the basis functions and weighting functions is a key to obtaining accurate solutions efficiently and successfully. In general, the basis functions should have a capability to accurately represent and resemble the anticipated unknown function. There are several possible basis/weighting function sets, but only a limited number are used in practice. The $N$ equations in Equation (4.10) must be linearly independent and give a unique solution [23].

In addition, they should be chosen to minimize the computations required to evaluate the inner product. If both the basis functions and weighting functions are the same, then this special procedure is known as Galerkin’s method [23].
4.5.2 Advanced Design System 2011 (ADS) software

Advanced Design System is the world’s leading electronic design automation software for RF, microwave, and high speed digital applications. In a powerful and easy-to-use interface, ADS pioneers the most innovative and commercially successful technologies, such as S-parameters and 3D EM simulators, used by leading companies in the wireless communication & networking and aerospace & defense industries [5], and [25].

ADS 2011 features made it easier for engineers to design multiple RF and microwave integrated circuits (implemented with a variety of technologies), assemble them in a package or on a multilayer laminate, and simulate electrical and 3D electromagnetic performance, all within a single platform [5]. Simulation models (microwave and RF) included in ADS 2011 are both based on MoM technique. Using different variations of the same technology are good ways to achieve best results [25].

4.6 Design of single inset fed patch antenna.

Refer to chapter two, the inset fed patch antenna equations were used to calculate the initial design parameters as seen in figure 4.3. The parameters were listed in table 4.1.

![Inset fed patch antenna](image)

Figure 4.3 Inset fed patch antenna [23].

As we mentioned at previous section, the substrate will be Roger RO4003C.

- Operating frequency, \( f_r = 24 \text{ GHz} \).
- Substrate thickness, \( h = 0.203 \text{ mm} \).
- Dielectric constant, \( \varepsilon_r = 3.38 \).
- The characteristic impedance, \( Z_o = 50 \, \Omega \).
Table 4.1 Mathematical calculation for inset fed patch antenna parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Calculated Dimension</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dielectric ($\varepsilon_r$)</td>
<td>3.38</td>
<td>-</td>
</tr>
<tr>
<td>Effective ($\varepsilon_{reff}$)</td>
<td>3.1376</td>
<td>-</td>
</tr>
<tr>
<td>Loss tangent ($\tan\delta$)</td>
<td>0.0021</td>
<td>-</td>
</tr>
<tr>
<td>Thickness (h)</td>
<td>0.203</td>
<td>mm</td>
</tr>
<tr>
<td>Operating frequency</td>
<td>24</td>
<td>GHz</td>
</tr>
<tr>
<td>Wavelength ($\lambda$)</td>
<td>12.5</td>
<td>mm</td>
</tr>
<tr>
<td>Effective wavelength ($\lambda_{eff}$)</td>
<td>6.79</td>
<td>mm</td>
</tr>
<tr>
<td>Length (L)</td>
<td>3.33</td>
<td>mm</td>
</tr>
<tr>
<td>Effective length ($L_{eff}$)</td>
<td>3.5311</td>
<td>mm</td>
</tr>
<tr>
<td>Width (W)</td>
<td>4.223</td>
<td>mm</td>
</tr>
<tr>
<td>Feeder width ($W_o$)</td>
<td>0.469</td>
<td>mm</td>
</tr>
<tr>
<td>Feeder Length ($L_o$)</td>
<td>3.807</td>
<td>mm</td>
</tr>
<tr>
<td>Cut depth ($y_o$)</td>
<td>1.105</td>
<td>mm</td>
</tr>
<tr>
<td>Gap (g)</td>
<td>0.22</td>
<td>mm</td>
</tr>
</tbody>
</table>

### 4.6.1 Design of inset fed patch antenna by ADS 2011 simulator

Single inset fed patch antenna was drawn with parameters listed in table 4.1 in the ADS 2011 layout. A single port with TLM calibration (50Ω), and adaptive frequency plan from [23-25] GHz with 100 points were configured. Then simulation options with mesh frequency 24 GHz, and mesh density 30 cells/wavelength were added. Roger 4003C substrate ($\varepsilon_r = 3.38$), and sheet cupper conductor thickness 0.035mm were selected. The layout of the patch antenna is shown in figure 4.4.

![Figure 4.4 ADS inset fed patch antenna layout.](image-url)
A goal of $S_{11} < -25 \text{ dB}$ was defined in simulation and the following parameters are obtained as shown in table 4.2.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length ($L$)</td>
<td>3.35</td>
</tr>
<tr>
<td>Width ($W$)</td>
<td>4.23</td>
</tr>
<tr>
<td>Feeder width ($W_o$)</td>
<td>0.49</td>
</tr>
<tr>
<td>Feeder Length ($L_o$)</td>
<td>3.3</td>
</tr>
<tr>
<td>Cut depth ($y_o$)</td>
<td>1.09</td>
</tr>
<tr>
<td>Gap ($g$)</td>
<td>0.22</td>
</tr>
</tbody>
</table>

The simulation results show that the return loss: $(S_{11}) = -30.139 \text{ dB}$ at center frequency 24 GHz as depicted in figure 4.5.

**4.7 Design of hybrid 3dB coupler**

As seen in figure 4.6 the hybrid coupler consists of eight transmission lines with electrical length $L = \frac{\lambda}{4}$ with two different characteristic impedances $Z_{01} = 35.35\Omega$ and $Z_{02} = Z_o = 50\Omega$. 

![ADS simulated return loss S11 at 24 GHz](image)
Figure 4.6 Hybrid 3dB coupler.

Now referred to equations missioned in chapter two we got:

Table 4.3 Mathematical calculation for 3dB coupler.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Transmission line $Z_{01}$</th>
<th>Transmission line $Z_{02}$, $Z_{0}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Length</strong></td>
<td>1.875 mm</td>
<td>1.912 mm</td>
</tr>
<tr>
<td><strong>Width</strong></td>
<td>0.7582 mm</td>
<td>0.47 mm</td>
</tr>
</tbody>
</table>

4.7.1 Design of hybrid 3dB coupler by ADS 2011

The Line-Calc- tool listed in ADS 2011 was used to draw the initial eight transmission lines.

As seen in figure 4.7 the eight transmission lines were combined to get the 3dB coupler.

The main goals to design 3dB coupler is to get excellent return loss ($S_{11}$) at center frequency 24 GHz, to get a phase difference between ports 2 and 3 of 90°, and magnitude of $S_{12} = -3$ dB.

The design goals in ADS were defined such that ($S_{11} < -45$) dB, phase($S (1, 2)$)-phase($S (1, 3)$) = 90°, and the simulation starts from 22 GHz to 26 GHz with 50 MHz step.

The ADS optimizer was run to get excellent results, and then it was converted to layout design by ADS layout generator, see figure 4.8. Four ports were configured with TLM calibration (50Ω), adaptive frequency plan was added from [23-25] GHz with 100
points, simulation option with mesh frequency of 24 GHz, and mesh density 25 cells/wavelength were configured.

![Figure 4.8 ADS 3dB optimized coupler layout.](image)

The Optimized lengths and widths for the 3dB transmission lines by ADS layout optimizer are shown in table 4.4.

Table 4.4 ADS optimized parameters for 3dB coupler.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Transmission line $Z_{01}$</th>
<th>Transmission line $Z_{02},Z_o$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>2.2 mm</td>
<td>2.3 mm</td>
</tr>
<tr>
<td>Width</td>
<td>0.8 mm</td>
<td>0.49 mm</td>
</tr>
</tbody>
</table>

From simulated results we got Return Loss ($S_{11}$) = -45.34 dB, Insertion Loss ($S_{12}$) = -2.8 dB as seen in figure 4.9.

![Figure 4.9 ADS simulated S-parameters for 3dB coupler at 24 GHz.](image)
4.8 Design of 0 dB coupler (crossover)

In figure 4.10 the 0 dB coupler consists of 11 transmission lines with electrical length \( L = \frac{\lambda}{4} \) and two different characteristic impedances \( Z_{01} = 35.35\Omega, Z_{02} = Z_{03} = Z_0 = 50\Omega \).

![Diagram of 0 dB coupler](image)

Figure 4.10 0 dB coupler (crossover).

Now refer to equations in chapter two we got the calculated dimensions as shown in table 4.5:

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Transmission line ( Z_{01} )</th>
<th>Transmission line ( Z_{02}, Z_{03}, Z_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>1.875 mm</td>
<td>1.912 mm</td>
</tr>
<tr>
<td>Width</td>
<td>0.7582 mm</td>
<td>0.47 mm</td>
</tr>
</tbody>
</table>

4.8.1 Design of 0 dB coupler (crossover) by ADS 2011

As mentioned in chapter 3, cascading of two 90° hybrids to implement a crossover did not give the required performance and we need to modify the geometry of the 0 dB coupler, see figure 4.11.

The 11 transmission lines, and 4 Curved bends were combined to obtain the 0dB schematic draw seen in figure 4.11.

![Diagram of ADS 0 dB coupler schematic](image)

Figure 4.11 ADS 0 dB coupler schematic draw.
The main goal here in the design is to get magnitude of \((S_{11})\), \((S_{12})\), \((S_{14})\) less than -40 dB at the center frequency 24 GHz, and to get the magnitude of \((S_{13})\)=0 dB at the center frequency 24 GHz.

Four ports were defined, with same configurations mention in previous section 4.7.1, then ADS optimizer was run to get excellent results, and was converted to layout design, see figure 4.12.

Figure 4.12 ADS 0 dB (crossover) optimized coupler layout.

The optimized lengths and widths for the 0 dB transmission lines by ADS layout optimizer are presented in table 4.6.

Table 4.6 ADS optimized parameters for 0 dB coupler.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Transmission line (Z_{01}, Z_{02}, Z_{03})</th>
<th>Transmission line (Z_0)</th>
<th>Curved bend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>2.2 mm</td>
<td>0.3 mm</td>
<td>0.55 mm</td>
</tr>
<tr>
<td>Width</td>
<td>0.49 mm</td>
<td>0.49 mm</td>
<td>0.49 mm</td>
</tr>
</tbody>
</table>

The simulation results show Return Loss \((S_{11})\) = -30.706 dB, Insertion Loss \((S_{12})\) = -52.7, \((S_{13})\) = -0.209dB, \((S_{14})\) = -33.136 as shown in figure 4.13.

Figure 4.13 ADS simulated S-parameters at 24 GHz for 0dB coupler.
4.9 Design of phase shifter with ADS 2011

In our project, we want to design -45° phase shift, so equations mentioned in chapter three were used to find the initial electrical length for the phase shifter.

Note: To design the phase shifter first we have to build the whole system to determine the distance between two-phase shifter terminals then design your own shape phase shifter. In our design the initial distance between to phase shifter terminals was 2.8 mm, see figure 4.14.

The main goal here is to get phase \( \phi(S_{12}) = -45^\circ \) at center frequency 24 GHz.

The ADS optimizer was run with two ports, and same configurations mention in previous section 4.7.1, and then was converted to layout design, see figure 4.15.

Figure 4.14 ADS -45° phase shifter schematic draw.

Figure 4.15 ADS optimized -45° phase shifter layout.
The optimized lengths and widths for the -45° transmission lines by ADS layout optimizer are listed in Table 4.7:

Table 4.7 ADS optimized parameters for -45° phase shifter.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Transmission line 1 Zo</th>
<th>Transmission line 2 Zo</th>
<th>Curved bend</th>
<th>Overall length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>2.8 mm</td>
<td>1.6 mm</td>
<td>0.55 mm</td>
<td>9.4 mm</td>
</tr>
<tr>
<td>Width</td>
<td>0.49 mm</td>
<td>0.49 mm</td>
<td>0.49 mm</td>
<td>0.49 mm</td>
</tr>
</tbody>
</table>

The simulated insertion loss phase shift \((S_{12}) = -45°\) at center frequency 24 GHz is presented in Figure 4.16.

4.10 Design of microstrip path connecting butler matrix to antennas

The main two considerations to design the path between butler matrix and antenna are the length of the path and the distance between the butler matrix output ports, see Figure 4.17.

We will use (4.16) to find the initial electrical length for the connecting butler matrix path length that its \((phase(S_{12}) = 0)\) [26], and [27].

\[
L = n\lambda
\]  

(4.16)

Where \(n\) is integer and \(\lambda\) is the effective wavelength.

We will use (4.17) to get the distance between butter matrix output ports [1], [26], and [27].

\[
D \approx \frac{\lambda}{2}
\]  

(4.17)
Now back to ADS 2011 transmission lines with curve bends were defined and optimization goal that the phase \((S_{12}) = 0\) was added.

The optimized path to antenna is presented in figure 4.17, and the overall length and width are listed in table 4.8.

**Table 4.8 ADS optimized path to antenna dimensions.**

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Overall length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>13.18 mm</td>
</tr>
<tr>
<td>Width</td>
<td>0.49 mm</td>
</tr>
</tbody>
</table>

**4.11 Design of butler matrix without antenna array by ADS2011**

After each part was designed, the parts were combined together to get the butler matrix layout without antennas.

The main design goals are as follows:

1. The Return Loss \((S_{11}) < -30\) dB at center frequency 24 GHz.
2. If input at port 1 the phase shift between four output ports = 135°.
3. If input at port 2 the phase shift between four output ports = -45°.
4. If input at port 3 the phase shift between four output ports = 45°.
5. If input at port 4 the phase shift between four output ports = -135°.
6. The butler matrix insertion loss from input port to output port at most = -8 dB (we have two cascaded – 3dB couplers with crossover).
7. The butler matrix size reduction.
8. The output ports spacing distance \(D \approx \frac{\lambda}{2}\).

Therefore, the schematic design in ADS 2011 with parametric lengths was drawn as shown in figure 4.18, and then eight objective goals were defined.
Figure 4.18 ADS Butler Matrix schematic draw.

The layout of the whole butler matrix is shown in figure 4.19 and the optimized goals are shown in figure 4.20 to 4.25.

Figure 4.19 ADS optimized Butler Matrix layout.
Figure 4.20 ADS first optimized goal the return loss ($S_{11}$) < -30 dB at 24 GHz.

Figure 4.21 ADS second optimized goal outputs phase shifts (135°) at 24 GHz.

Figure 4.22 ADS third optimized goal outputs phase shifts (-45°) at 24 GHz.
Figure 4.23 ADS fourth optimized goal outputs phase shifts (45°) at 24 GHz.

Figure 4.24 ADS fifth optimized goal outputs phase shifts (-135°) at 24 GHz.

Figure 4.25 ADS sixth optimized goal insertion loss at 24 GHz.
As seen in table 4.9 best results that achieved our desired goals were taken and listed.

<table>
<thead>
<tr>
<th>Goal</th>
<th>Objective Description</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Goal</td>
<td>Return Loss ($S_{11}$) at center Frequency 24 GHz</td>
<td>-34 dB</td>
</tr>
<tr>
<td>Second Goal</td>
<td>Phase Shift</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Phase ($S_{18}$)-($S_{17}$)</td>
<td>139.6°</td>
</tr>
<tr>
<td></td>
<td>Phase ($S_{17}$)-($S_{16}$)</td>
<td>134.4°</td>
</tr>
<tr>
<td></td>
<td>Phase ($S_{16}$)-($S_{15}$)</td>
<td>138.6°</td>
</tr>
<tr>
<td>Third Goal</td>
<td>Phase Shift</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Phase ($S_{28}$)-($S_{27}$)</td>
<td>-36.7°</td>
</tr>
<tr>
<td></td>
<td>Phase ($S_{27}$)-($S_{26}$)</td>
<td>-53.0°</td>
</tr>
<tr>
<td></td>
<td>Phase ($S_{26}$)-($S_{25}$)</td>
<td>-36.8°</td>
</tr>
<tr>
<td>Fourth Goal</td>
<td>Phase Shift</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Phase ($S_{38}$)-($S_{37}$)</td>
<td>37.1°</td>
</tr>
<tr>
<td></td>
<td>Phase ($S_{37}$)-($S_{36}$)</td>
<td>54.3°</td>
</tr>
<tr>
<td></td>
<td>Phase ($S_{36}$)-($S_{35}$)</td>
<td>36.1°</td>
</tr>
<tr>
<td>Fifth Goal</td>
<td>Phase Shift</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Phase ($S_{48}$)-($S_{47}$)</td>
<td>-137.2°</td>
</tr>
<tr>
<td></td>
<td>Phase ($S_{47}$)-($S_{46}$)</td>
<td>-134.0°</td>
</tr>
<tr>
<td></td>
<td>Phase ($S_{46}$)-($S_{45}$)</td>
<td>-139.0°</td>
</tr>
<tr>
<td>Sixth Goal</td>
<td>Gain (Insertion Loss) dB ($S_{14}$)</td>
<td>-7.3</td>
</tr>
<tr>
<td></td>
<td>dB ($S_{15}$)</td>
<td>-6.7</td>
</tr>
<tr>
<td></td>
<td>dB ($S_{16}$)</td>
<td>-7.7</td>
</tr>
<tr>
<td></td>
<td>dB ($S_{17}$)</td>
<td>-7.8</td>
</tr>
<tr>
<td>Seventh Goal</td>
<td>System Size</td>
<td>16.7 mm x 20.7 mm</td>
</tr>
<tr>
<td>Eighth Goal</td>
<td>Output Ports Distance</td>
<td>6.68 mm</td>
</tr>
</tbody>
</table>

Table 4.9 illustrated the final optimized simulated butler matrix results without antennas, it can be seen that the overall return loss was below -30 dB, the outputs phase shift was ±45°, ±135° with phase error 6°. Best insertion loss was -6.7 dB with 1dB error. The distance between antennas was considered to be $\lambda/2 = 6.68$ mm, the overall optimized size was 345 mm².
4.12 Design of butler matrix with antenna array by ADS 2011

Now after the Butler Matrix was designed, it was integrated with four inset fed antennas. Some self-tuning was used in the design to achieve the main eight goals listed in previous section. See the final design in figure 4.26.

Now we want to draw the far field radiation pattern when individual input port is fed to test the beam steering functionality. ADS momentum visualization tool was used to observe the pattern with far field cut at theta =0°, and phi = 90°.

1. When port 1 is fed, the far field is shown in figure 4.27, the max power radiated for main lobe was at -43°.

![Figure 4.26 ADS Final optimized design layout.](image)

![Figure 4.27 Radiation pattern when port 1 is fed.](image)
2. When port 2 is fed, the far field is shown in figure 4.28, the max power radiated for main lobe was at +13°.

![Figure 4.28 Radiation pattern when port 2 is fed.]

3. When port 3 is fed, the far field is shown in figure 4.29, the max power radiated for main lobe was at -13°.

![Figure 4.29 Radiation pattern when port 3 is fed.]
4. When port 4 is fed, the far field is shown in figure 4.30, the max power radiated for main lobe was at +43°.

![Figure 4.30 Radiation pattern when port 4 is fed.](image)

Figure 4.30 Radiation pattern when port 4 is fed.

Figure 4.31 illustrated the far field radiation patterns when individual input port is fed, and explains the butler matrix beam steering functionality.

![Figure 4.31 Overall beam steering for the butler matrix.](image)

Figure 4.31 Overall beam steering for the butler matrix.

From figure 4.27 to 4.31, it is clearly depicts that the four beams generated by the butler matrix cover 86°.
The simulated Antenna parameters were listed in Table 4.10, when port 1 is fed.

### Table 4.10 ADS simulated antenna parameters

<table>
<thead>
<tr>
<th>Antenna parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power Radiated</td>
<td>1.14 mw</td>
</tr>
<tr>
<td>Directivity</td>
<td>11.6194 dBi</td>
</tr>
<tr>
<td>Antenna Gain</td>
<td>9.623 dBi</td>
</tr>
<tr>
<td>Max Intensity</td>
<td>1.63 mw/steradians</td>
</tr>
<tr>
<td>Effective angle (steradians)</td>
<td>0.8655</td>
</tr>
<tr>
<td>Antenna efficiency</td>
<td>62 %</td>
</tr>
</tbody>
</table>

From table 4.10, the simulated response of the butler matrix with four antennas was listed assuming a signal is input at port 1, the maximum radiated power was -29 dB, the antenna efficiency was 62%, the maximum antenna gain reached 9.623 dBi, and the directivity was 11.6 dBi.

### 4.13 Contribution

Our results were listed and compared with previous studies in table 4.11. The return loss, size, steering angles, phase shifts and bandwidth are good compared with other studies.

### Table 4.11 Results Comparison

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Design of a 4x4 Butler Matrix for Vehicle Radar Beam forming Antenna systems at 24 GHz</th>
<th>A novel wide-band Butler matrix for vehicle radars at 24 GHz</th>
<th>A 24-GHz CMOS Butler Matrix MMIC for Multi-Beam Smart Antenna Systems</th>
<th>four-beam antenna array for 24 GHz applications fed by 4 x 4 butler matrix</th>
<th>Steerable Antenna Array at 24 GHz Using Butler matrices &amp; Micro Electro Mechanical Systems-switches</th>
<th>A Compact 24-26 GHz integrated passive device-Based 4x4 Butler Matrix for Beam Forming Antenna Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulator</td>
<td>ADS 2011</td>
<td>Sonnet v.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>22-25 GHz</td>
<td>22-25 GHz</td>
<td>0.5 GHz</td>
<td>24-25 GHz</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Size</td>
<td>20 x 16 mm²</td>
<td>20 x 17 mm²</td>
<td>0.44 mm²</td>
<td>2.2 x 1.9 mm²</td>
<td>-20 dB</td>
<td>-20 dB</td>
</tr>
<tr>
<td>Return Loss</td>
<td>-34 dB</td>
<td>-18 dB</td>
<td>-18 dB</td>
<td>-20 dB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phase difference</td>
<td>+39°,±13°</td>
<td>+47°,±133°</td>
<td>+39°,±129°</td>
<td>+44°,±137°</td>
<td>+44°,±132°</td>
<td>+43°,±137°</td>
</tr>
<tr>
<td>Steering angles</td>
<td>+13°,±43°</td>
<td>+14°,±49°</td>
<td>+12°,±36°</td>
<td>+14°,±49°</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max peak to null power</td>
<td>-29.4 dB</td>
<td>35 dB</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Over all insertion loss</td>
<td>-7.3 dB</td>
<td>-7 dB</td>
<td>-8.26 dB</td>
<td>-7.5 dB</td>
<td></td>
<td>-8.2 dB</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>3 GHz</td>
<td>2 GHz</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Draw</td>
<td><img src="draw1.png" alt="Image" /></td>
<td><img src="draw2.png" alt="Image" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technology</td>
<td><img src="technology1.png" alt="Image" /></td>
<td><img src="technology2.png" alt="Image" /></td>
<td><img src="technology3.png" alt="Image" /></td>
<td><img src="technology4.png" alt="Image" /></td>
<td><img src="technology5.png" alt="Image" /></td>
<td><img src="technology6.png" alt="Image" /></td>
</tr>
</tbody>
</table>
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

The Butler matrix can work as a beam-forming network permitting volumetric beams. In addition, each port will have the gain of the full array; it can be used for both receiving and transmitting signals in an antenna array. The beams may be deployed depending on the application functionality.

In this thesis Butler Matrix with patch antennas were designed as an application to work at 24 GHz for anti-crash car radar systems. Our system consists of (four inset-fed patch antennas, four 3 dB couplers, two-phase shifters, antennas path, and two 0 dB couplers (crossover)).

At first, mathematical equations were used to design each part in our system such as the patch antenna, 3dB coupler, 0dB crossover, antenna path and the phase shifter.

Then, ADS 2011 software based on MoM was used to design and simulate our system. ADS optimization methods were selected such as parameter sweep and automatic tuning to obtain the desired results.

Finally, after eight optimization goals were defined, best results were picked for overall system at 24 GHz, and the results were as follows: the return loss was below -34 dB, the realized antennas gain was 9.6 dBi, and the power radiated was -29.4 dB (1.14 mw).

Four azimuth coverage was 86° degree, the directivity was 11.6194 dBi, the max Power intensity was -27 dB, the optimum size was 16.7 mm x 20.7 mm, the phase shift between all output ports was ± 39°, ±137°, and the overall insertion loss was -6.7 dB. With bandwidth more than 3 GHz.

5.2 Future Work

Our project can be developed to work in other frequencies for different applications. The number of input and output ports can be increased to get better beam-forming coverage area, and several types of antenna can be used in our system depending on the application.

It has intended to get the Butler Matrix with patch antennas fabricated and tested to validate the design method. The fabrication will be done in a place where fabrication and measurement equipment are available.